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PART 1. INTRODUCING 
THE PROJECT
This report presents an overview of the Critically Exploring Biometric AI Futures project led by 
the University of Edinburgh in partnership with the University of Stirling. This short 3-month project 
explored the use of new Biometric Artificial Intelligence (AI) in law enforcement, the challenges of 
fostering trust around deployment and debates surrounding social, ethical and legal concerns. The 
Report includes a discussion of:

This work builds on prior research conducted by the project team on AI, policing, biometrics, and 
regulation, such as: Laffer, Urquhart, and Miranda in the ESRC Emotional AI Project e.g. (Urquhart 
and Miranda 2022; Urquhart, Miranda and Laffer 2022; Laffer 2022); Connon and Miranda in the 
Emergent Technologies in Policing Project (Connon et al 2023); Miranda in the Body Worn Video 
Project (Webster, Miranda and Leleux 2022); and Urquhart in the TAS Governance Node e.g. 
(Urquhart, McGarry and Crabtree 2022).

Biometric AI involves technologies making automated inferences about the body through analysing 
physiological, behavioural, and biological traits. To function, AI systems take inputs [such as data 
from an environment] and use techniques [such as machine learning] to generate outputs [such as 
assessments and inferences based on the data]. For Biometric AI, this involves processing inputs 
like facial features, human micro-expressions, body language, movement, gait, fingerprints, voice, 
and genetic DNA material. Outputs are not focused on identification purposes only but also to make 
inferences about or categorise the subject e.g., emotion recognition or gait analysis (McStay and 
Urquhart 2019; Ryder 2022). There is significant complexity in generating outputs, depending upon 
the volume, variety, and variability of data involved in training models (Information Commissioner’s 
Office 2023). Further, there are often concerns around the provenance, completeness, bias, and 
potential errors in this data. With policing, the oversight and legality in sourcing datasets become 
a greater concern, particularly as consequences of misuse can impact trust relations between the 
police and citizens (Urquhart and Miranda 2022). The nature of how the model is trained, such as 
if it uses supervised or unsupervised machine learning or a rules-based approach, can introduce 
complexity in understanding how an output was reached. Further, the scope for bias, unfairness, 
and discrimination from how systems are trained and deployed has raised concern (Benjamin, 
2019). When used in policing, there is greater need for certainty in how decisions are made and 
explaining the rationale, given the UK model of policing by consent, which could be challenged by 
impacts of errors and inaccuracies. Thus, whilst AI can play a key rolein supporting human decision 
making in policing, there is greater need to question the societal, legal, and ethical implications 
of emerging uses. Current and emerging uses of AI in policing and biometric systems, like LFR, 
has prompted extensive regulatory and legal discussion (Information Commissioner’s Office 2021; 
Oswald, 2022; Purshouse and Campbell 2022; Fussey and Murray; 2019;  Urquhart and Miranda 
2022), in addition to wider critical discussions of societal impacts of algorithmic systems like 
Emotional AI (McStay, 2018).

•	 A Rapid Systematic Review of existing scholarly and policy-relevant literature focusing 
on emerging biometric AI technologies in Law Enforcement and the social, ethical, and 
legal issues that have been associated with these tools.

•	 The Creation of 3 Design Fictions, drawing on the Review, to explore emergent uses of 
Biometric AI in Law Enforcement. These broadly consider law enforcement uses of Live 
Automated Facial Recognition; Emotion Recognition; and DNA Phenotyping

•	 A High-Level Expert Roundtable run with Key Stakeholders in Policing at the University 
of Edinburgh (e.g., academics, policing professionals, regulatory body members, 
Government representations). This Roundtable was graphic recorded.

•	 A Summary of Discussions at Roundtable Discussions.
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 1 Emotional AI Lab https://emotionalai.org 

At the UK level, the UK Information Commissioner Office (ICO) has cautioned against widespread 
use of biometric systems, such as emotion recognition and LFR in a recent Foresight Report 
(Information Commissioner’s Office 2022). There are also questions around scope of technology and 
legal oversight. For example, the Data Protection Act 2018 and Scottish Biometrics Commissioner 
Act 2020 both focus on the nature of biometric data as identifying an individual. Yet, some biometric 
AI systems, like emotion recognition, may not focus on identification. This can lead to challenges in 
establishing if such systems are legally in scope (McStay and Urquhart 2019; Ryder 2022). Further, 
regulatory oversight is shifting too e.g. UK Data Protection suggests shifting oversight of LFR to 
Investigatory Powers Commissioner’s Office (IPCO), in an already existing patchwork of regulatory 
frameworks and oversight (Ryder, 2022). In England and Wales, there have been high profile uses 
of LFR by the Metropolitan Police Service and South Wales Police force. The Bridges v South Wales 
Police court cases focused on human rights, equalities law, and data protection issues in their use 
of the NeoFaceWatch system. Challenges included the lack of due diligence around ethnic and 
gender bias in training datasets, lack of quality guidance that responded to how face watchlists are 
created, and inaccuracies in data protection impact assessments (Urquhart and Miranda, 2022). 
As a result, College of Policing guidance emerged to provide help with these issues (CoP, 2021).

At European level, the proposed EU AI Act has prompted much discussion around law enforcement 
use of biometrics and AI. In the most recent Parliamentary version, in line with earlier calls from 
EU data protection bodies for bans, Emotion Recognition use by law enforcement has been 
called for to be banned by the EU Parliament, alongside police use of LFR in public spaces. 
Existing research has also shown that many police officers and other professionals involved in 
law enforcement activities remain sceptical about the role of LFR and other intelligent biometric 
technologies (Andalibi and Buss 2020; McGuire 2021; Urquhart and Miranda 2022).

Recently, Scotland has seen policy developments around AI and biometrics too. The landscape is 
shifting with the Scottish Government’s AI Strategy, the ETIAG (Independent Advisory Group) review 
of police use of emergent technology, Justice Sub-Committee on Policing, and the establishment of 
the Scottish Biometrics Commissioner and their Code of Practice. The Code seeks to, among other 
things, promote and protect human rights, privacy, and public confidence in police acquisition, 
retention, use or destruction of biometric data. This is by adherence to 12 principles including 
necessity, proportionality, and lawfulness of deployments, alongside promoting equality, using 
privacy enhancing approaches, ensuring both public safety and public good, and protecting 
vulnerable groups. Further, the Commissioner has investigatory powers to monitor compliance 
with the Code providing real powers (Scottish Biometrics Commissioner, 2022).

Thus, there is much discussion around how best to regulate AI and biometric technologies. Our 
Design Fictions help to reflect on these issues by focusing on three examples set in Scotland, 
with police use of LFR, Emotion Recognition and DNA phenotyping. These scenarios develop 
from and build on existing uses of AI and biometric technologies in wider UK policing to consider 
future scenarios of use. This includes camera-based systems like LFR, Body Worn Video (BWV), 
and drones, through to thermal imaging and DNA profiling. Scotland (which currently does not 
use LFR, for example), has an opportunity to learn from and take a different direction from other 
jurisdictions in how biometric AI technologies are adopted in the future. Our work seeks to inform 
those discussions and critically reflect on emerging directions for biometric AI in law enforcement.

https://emotionalai.org 
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PART 2. INTRODUCING 
DESIGN FICTIONS
1. The Method

Briefly, Design Fiction is the development and presentation of diegetic prototypes (Bosch, 2012; 
Sterling, 2013) – designed objects or technologies that exist in a fictional world – using a narrative 
frame. Positioning the technology within a fictional world and exploring its effects through stories 
encourages a focus on people’s lived experiences when interacting with technology. Design Fiction 
has been conceived as a creative technique but also a research method (Markussen & Knutz, 
2013), as it aims to support consideration of potential futures by using prototypes and narratives 
that explore the consequences of new technology implementation. It also has the potential to afford 
movement towards preferred futures, by enhancing awareness of the ramifications of technological 
development and supporting the elaboration of guidance and regulation. 

Some proponents of Design Fiction suggest the need for a physical instantiation of the diegetic 
prototype (Bleecker 2009), while others foreground the uses of narrative (Jensen & Vistesen, 2017). 
We position ourselves closer to the latter group, employing a narrative design fiction approach 
developed for a previous project on Emotional AI (Laffer 2022). For the roundtable, we explored 
three different technologies, positioning the diegetic prototype(s) along current development 
trajectories in Live Facial Recognition (LFR), Emotional AI, and DNA Phenotyping, creating three 
short multimodal stories (that combined text and images) of roughly 1000 words each. 

Our approach to Design Fiction was originally developed to introduce emergent technology to 
citizens in focus groups (Laffer 2022; Urquhart, Miranda and Laffer, 2022). We believed it could 
fruitfully be used, when augmented with explicit discussion points, with expert stakeholders to 
afford meaningful discussion of concerns and impacts of new technology, particularly around 
governance. Due to the expertise of the audience, we decided to present the technology as near 
future, retaining plausibility but furthering the horizon of impacts that could be discussed. 

To develop the design fictions, initially different points of tension and concern were discussed by the 
team, and incorporated into draft narratives, drawing on the team’s past research, and expertise. 
These were initially text-only while undergoing revision and refinement, drawing on insights from 
the rapid literature review. When the text was finalised it was transferred to Twine, an interactive 
fiction writing tool, where multimodal components were added, ranging from location images and 
character portraits that supported the creation of the fictional world, to more specific diegetic objects 
(such as DNA phenotyping reports) that facilitated the introduction of the technology and explored 
specific concerns (for example, the impact of variation in image generation based on demographic 
characteristics). The full stories can be viewed here: https://biometricai.neocities.org/ 
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2. Design Fiction Scenarios

We will present the Design Fiction 1. [Live Facial Recognition], and Summaries of Design 
Fictions 2 [Emotional AI] and 3 [DNA Phenotyping].
Design Fiction 1. Live Facial Recognition 

Part 1.
Sam was a bit nervous. She thought it was important to join the March protesting the statues in 
George Square and hopefully draw people’s attention to the country’s colonial past. But now she was 
in the crowd, she was getting more concerned about rumours of a counter protest by groups like the 
Loyalist Defence League. She really didn’t want to get caught up in any violence.

As the crowd advanced down North Hanover Street, she watched the drones slowly track them, their 
whine overhead cutting through the deeper human hubbub. The drones picked out congestion points 
where people bunched together. They hovered and dipped, like dragonflies momentarily alighting, to 
scan people’s faces and make identification requests.

As Sam squeezed in among the protestors approaching the Square, she could see she was going to 
have to pass under a drone, the black eye of its camera monitoring the crowd below. Before the protest, 
her mother had insisted that she update her biometric passport on her phone. She had made Sam 
agree to share her details with anyone doing security checks to keep her safe and out of trouble. This 
was a drone though, not a security guard or police officer.

As the drone dipped towards her, Sam decided to follow her mother’s advice. She got out her phone 
and opened her Biometric Passport app. The screen flashed:



Part 2. 

The technician monitored the drones’ movement on the screen, flashing points on a map marking 
the edge of the crowd, slowly drifting to keep pace with the protest. These drones were relying on 

Sam taps ‘AGREE’
Sam continued to read: 

1.	 Biometric Handshake Actions Required
Perform Face Scan

2.	 Compare Stored Biometric Marker [Marker Random Select: id#IRIS] 
Confirm?
All data processed onboard Drone. 
Full Details Click Here

She looked up at the drone so it could get a good image of 
her face and eyes. Her phone beeped again.
Biometric Handshake Complete

1.	 Facial Recognition Complete
Outcomes:
Negative Match to suspect list
Positive match to stored Biometrics

2.	 Biometric Identity check (IRIS)
Outcomes:
Negative Match to Suspect List
Postiive Match to Stored Biometrics

13



Part 3.

Tom pulls the scarf further up his face. “Hands off our history!” he chants, joining in with the 
others as they march down the road. Tom hears a drone whir past overhead, swiftly overtaking 
them before keeping pace just ahead, its camera pointed in their direction. Someone in the 
group shouts ‘Don’t let it record you’, followed by ‘Scatter’. Tom doesn’t wait, haring off down a 
side alley away from the protest.

He keeps running until he can’t hear the drone’s whine anymore. Out of breath, he stops at the 
corner of Bath Lane, and folds over with his hands on his knees. He hears heavy boots approaching 
and feels a sinking feeling in his stomach. He looks up at two police officers. 

He recognises one of the officers, who says, ‘Hello, Tom.’ 

The other officer points skywards, ‘Our drone has given us a positive match using Facial Recognition 
and tracked you using biometric gait data. We will now carry out an ID check to confirm your identity’. 

Tom swears under his breath. 

thermal sensors, finding the points where the heat of the crowd of people began to dissipate and 
then facing in with cameras turned towards the protestors.

The technician checked the live data feed being relayed and compared them to updates from 
the few officers on crowd control duty; the drones appeared to be operating effectively. The tech 
suspected the main protest would be relatively peaceful. The drones had yet to suggest any 
positive matches using facial recognition.

Of greater concern were the counter protestors, more loosely grouped and travelling faster. The 
drones were using multiple sensors to combine thermal data with individual gait and movement 
tracking. Using this information, they were able to identify potential flare points and monitor the 
people who moved into these areas. 

Given the watchlist’s focus on serious anti-social and violent behaviour, it seemed likely that they 
would find the people on the watchlist at these points; or at least those on the watchlist who might 
be about to commit further criminal acts. 

“Targeted surveillance to find those most likely to re-offend”, the tech thought. This is what the 
drones offered. The computer emits an alert. One of the drones has sent through a positive match.



Part 4.

After arresting Tom Pocock, the officers make their way back to the fringe of the protest. They are 
stopped on the way by a man accompanied by a child. 

‘What the hell is going on? That drone almost took my head off!’

The officers attempt to placate the man: ‘We can assure you that the onboard camera and sensors 
would stop that happening.’

‘Cameras? Are you taking pictures of us? You can’t do that!’

‘They are following the protest, sir.’

‘And what if I wanted to join the protest? Seems like a good idea – but no way am I letting you 
record me and my child.’

‘We’re only checking faces against a watchlist, and that’s only people who have engaged in or are 
suspected of prior criminal activity. Anything else is deleted from the drones before it’s shared.’

‘Oh yeah, right. And they actually do that? And what if your little spies in the sky spot me dropping 
litter or something? Are they going to take my picture and issue a fine?’

‘As I said, we’re only focussed on a specific watchlist.’

The man glares at them before picking up his child and storming off. The officers watch him go.

Design Fiction 1. In the first fiction discussion topics included: Legalities under data 
protection law in terms of lawfulness, fairness, accountability e.g., impact assessments; 
Human Rights Implications such as quality of law, proportionality, and necessity of 
measures; Policing by consent through technology and responding to citizen concerns; 
routes for recourse for citizens to question, or challenge use of technologies; implications of 
integration of multiple technologies (e.g., drones + LFR + BWV).

15



Design Fiction 2. Emotional AI

In this story a police officer is called to a domestic disturbance in a coastal town, where he is 
confronted with an argument between two migrant workers. A piece of body worn Emotional AI 
detects his rising stress level (based on heart rate) and advises him to pause and calm down. 
He uses this advice to regulate his initial response to the situation. The Emotional AI system then 
assists the officer by making predictions on the emotional stated of the workers, using video and 
audio data that it collects and analyses live. 

Design Fiction 3: DNA Phenotyping

This story is set during a meeting between members of a police task force and scientists at 
a private lab where early trials of DNA phenotyping are being discussed. After a technician 
arguedd the technology, three different case studies are presented: 1) The search and rescue 
of a missing teenager in the Scottish Highlands, using DNA found on an item of clothing; 2) The 
creation of an aged-up portrait, using DNA phenotyping and AI-image generation, in order to 
produce new leads for a 30-year-old cold case; 3) The generation of suspect portrait based on 
DNA left at the scene of a violent crime. This image is subsequently run through facial recognition 
software to identify the suspect. 

In Fiction 2, discussion topics included: How automated reading of biometric traits shapes 
police decision making; accuracy of systems in practice e.g., contested models 
underpinning AI system and biases; vulnerability of targets of biometric AI systems; 
Public Sector Equality duty to engage with impacted communities and consider concerns 
and needs; capacity in policing to invest in resources vs utility e.g., more technology vs 
recruiting more officers. 

In Fiction 3 discussion topics included: What are the expectations and beliefs in the science 
vs reality of errors/failure?; operational concerns around use of novel tech in criminal 
investigation process and compromising evidence or prosecutions if it fails e.g. unfair trials; 
Fragmented legal frameworks and regulatory oversight; transparency in procurement of 
private sector technologies and standards of public scrutiny; embedding biases around 
protected characteristics such as race, gender, disabilities.
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1.	 Systematic search and review of the published academic research literature  

•	 This focuses on the development, trial, implementation, use and dissemination of Biometric 
AI technologies in law enforcement. 

•	 This combined systematic and narrative techniques to review the existing academic 
literature, adhering to key principles of systemic reviewing (Bryman 2012) and allowing 
subjective evaluation of the literature to determine relevance (Snilsveit et al., 2012).

PART 3. SYSTEMATIC 
LITERATURE REVIEW
This report provides a descriptive overview of the social, ethical, and legal issues of Biometric 
AI use in Law enforcement. It focuses on relevant scholarly and policy research literature since 
2018, as well as suggestions and recommendations offered by and outlined in the literature to help 
mitigate the existing challenges, tensions and limitations identified. The review findings were used 
to develop three design fiction scenarios to envision future uses of biometric AI technologies. This 
was with the aim of facilitating awareness and discussion amongst professionals working in law 
enforcement, policy and practice of the tensions and issues that may emerge from the use of these 
technologies in the future.

A key problem with emerging technologies is how the potential social, ethical, and legal issues 
can be dealt with before the technology becomes embedded in society (Brey 2017). According to 
Brey (2012) the foreseeable future in relation to technological development and embedding can be 
equated to a time frame of 10-15 years. This means that the ‘emerging’ phase within technological 
development may take up to 15 years and thus, it may take up to 15 years before the consequences 
associated with this form of technology may become fully known (Stahl et al., 2017, Brey 2012). 
Once a technology becomes entrenched within an institution, it can be more difficult to make 
changes (Brey 2017). Therefore, understanding the outcomes of existing research can help us 
anticipate the possible future consequences of its wider implementation within a specific sector 
(Whittlestone 2019). Further, the full impact and consequences associated with these technologies 
are uncertain and ambiguous (Sollie 2007). 

The systematic review focused on a range of research questions:

1.	  What is known from the literature about the social, ethical, and legal implications of   
biometric AI adoption in law enforcement? 

2.	 What possible solutions or recommendations have been made in the existing literature 
to help mitigate the social, ethical, and legal issues associated with biometric AI? Will they 
help to inform future decision-making and standards for best practice in the wider adoption 
and dissemination of these technologies in law enforcement? 

3.	 What is the nature of the existing research evidence base exploring these issues (i.e., 
Qualitative interview evidence, trials of these technologies in policing contexts, analysis of 
existing literature etc)? This may be useful for identifying gaps in the existing knowledge 
base and areas where future research may be required. 

Each of these questions will be answered for each of the three specific types of biometric AI 
technologies in question: 1) LFR, 2) intelligent behaviour and emotion recognition, and 3) DNA 
(predictive) phenotyping. The rapid review methodology consisted of two components: 
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•	 Web of Science, Scopus, and JSTOR were consulted using combinations of the following 
keywords: 

Each of: Law Enforcement; Policing.

Together with each one of: Biometric(s); Artificial Intelligence; AI; Artificial Intelligence 
Technology(ies); Smart Technology(ies); Biometric AI; Biometric Identification; Predictive 
Technology(ies); Live Recognition Technology(ies); Intelligent Biometric Identification; 
Live Facial Recognition Technology(ies); Intelligent Face/facial Recognition; Emotion 
Recognition Technology(ies); Emotion Detection Technology(ies); Behavio(u)r Recognition 
Technology(ies); Intelligent Behavio(ur) Recognition; Predictive Technology(ies); Smart 
Recognition Technology(ies); DNA Phenotyping Technology(ies); Predictive Phenotyping; 
Intelligent Phenotyping; FDP.

AND at least one or more of: Social, Ethic(al or s), Legal; Law, Challenge(s) Issue(s), 
Implication(s), Risk(s), Barrier(s), Criticism, Strength, Limitation, Society; Decision Making; 
Best Practice: Evidence; Evidence Based; Recommendations; Policy: Practice; Legislation; 
Regulation; Standard; Standardisation: Development; Implementation; Use.

•	 This generated a total of 227 initial documents. After removing articles older than 5 years 
(pre-2018) to capture recent developments, those in another language (due to resource 
issues of translation) and duplicates, this went to 117 documents. Titles and abstracts 
were then evaluated to sort for relevance to research questions and project objectives. 
This then left us with 62 documents.

•	 Analysis and coding of the sixty-two documents in the sample obtained via the systematic 
search process was undertaken using qualitative descriptive analysis of the contents 
of each document to identify and code for key themes inductively (Sandelowski 2000). 
This process enabled the social, ethical, and legal issues associated with the different 
technologies to be identified, along with suggestions and recommendations for mitigating 
challenges or problematic issues identified, and the nature of the evidence base of the 
research for each type of biometric AI technology.

2.	 Review of the policy-relevant (grey) research literature 

•	 Sourcing and reviewing relevant academic research reports, practice-based evidence 
reports, Government reports, and policy-relevant research reports, which were not 
available via the academic research literature databases. 

•	 An abridged version of the Delphi Technique was used to source reports, through 
consultation with senior members of the project with high levels of expertise and experience 
in this area of research. The Delphi Method involves drawing on the extensive knowledge, 
skills, and expertise of academic experts and/or practitioners working in the issue of 
relevance (Barrett and Heale 2020).

•	 These were coded and analysed in the same way as the literature. An additional 15 
documents were included this way, giving an overall total of 77 documents analysed.



21



SECTION 1. FACIAL 
RECOGNITION IN LAW 
ENFORCEMENT



SECTION 1. FACIAL 
RECOGNITION IN 
LAW ENFORCEMENT

Introduction

Facial recognition technologies aim to identify individuals based on their distinguishing facial 
features (Davis and Harriss, 2018). Biometric facial attributes are inherently linked to a person and 
facial recognition technologies are used in two main ways: 1) verification for ensuring someone 
is who they say they are by comparing a biometric attribute to a previously obtained ‘reference’ 
record, such as checking an individual’s face matches their passport photo, and 2) identification 
for determining who a person is by comparing one or more biometric attributes against a set of 
reference records collected from multiple people (ibid). Facial recognition technologies have the 
potential for providing new tools to aid law enforcement, however there is considerable debate over 
their efficiency, accuracy, and legitimacy and as to whether the regulation of biometric technologies 
is adequate for police.

The uses of live facial recognition (LFR) technologies differ to other forms of facial recognition 
techniques. LFR technologies are typically deployed in a similar way to traditional Closed Circuit 
Television Surveillance Systems (CCTV). The technology is directed towards everyone in a particular 
area rather than a specific individual. Therefore it can capture all those individuals passing within a 
certain range of the camera automatically and indiscriminately. Biometric data is therefore collected 
in real-time and potentially on a mass scale. There is often a lack of awareness, choice, or control 
for the individual in this process (Information Commissioner’s Opinion 2021). These technologies 
involve a process of data capture, whereby a sensor captures the biometric characteristics of the 
user, followed by feature extraction where the data captured by the sensor are processed into 
digital form containing only the key distinguishing features required to identify the person. The 
template is then stored for future comparison as a reference record, either on a central database or 
on local storage systems. Algorithms compare the biometric data input with the reference records 
and provide a score for how close the match is. Depending on whether the score is over a certain 
threshold, the system declares it a match or non-match (Davis and Harriss, 2018). Most of these 
technologies are therefore probabilistic and involve some degree of error, but a higher threshold 
will produce fewer false matches but also more false non-matches and vice versa (ibid). 

3.2.1: Social and ethical issues

Thirty-two of the fifty-one documents focusing on LFR technologies identified a variety of social 
and ethical issues associated with the implementation and use of these forms of technology in law 
enforcement. 

Trust was a major ethical issue identified in acceptance of the use of these technologies and 
was mentioned in twelve of the documents (Ada Lovelace Institute 2019; Bradford et al 2020; 
Fontes and Perrone 2021; Davis and Harriss, 2018; Guo and Kennedy 2022; Kosta et al 2023; 
Hill et al 2022; Information Commissioner’s Office 2021; Urquhart and Miranda 2022; McGuire 
2021; Williams 2020; Connon et al 2023). Two of these explained that an important key issue 
or challenge to the trust or acceptance of these technologies was a mismatch between public 
awareness of the technologies and specific knowledge about these technologies (Ada Lovelace 
Institute 2019; Guo and Kennedy 2022). Kosta et al (2023) found that in Germany, the UK, the US 
and China, people were more likely to trust the use of live facial recognition technologies by the 
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police in public spaces if they trusted government officials and institutions. Similarly, Bradford 
et al., (2020) explored the results from a London-based study analysing public responses to 
LFR technologies which enable police to conduct real-time automated identity checks in public 
spaces. They arguedd that public trust and legitimacy are important factors in the acceptance 
and rejection of these technologies. McGuire (2021) explained that perceptions of the potential 
misuse of these technologies and concern about the denial of rights can threaten the viability 
of policing and lead to questions about the limits of automation in policing. Connon et al (2023) 
discussed how the public is often sceptical about how the police will use this technology and for 
what particular purposes and argued that if police use of LFR is perceived as illegitimate, police-
citizen relationships may deteriorate, especially for marginalised communities.

The second key issue identified was that of consent, which was mentioned in six of the documents 
(Ada Lovelace Institute 2019; Connon et al 2023; Dechesnea and Dignum 2019; Fontes and 
Perrone 2021; Fontes et al 2022; Guo and Kennedy 2022). The Ada Lovelace Institute report (2019) 
explained that over 50% of people in the UK want the option to be able to opt out or to be asked 
to consent to the use of this technology. The potential covert use of this form of technology could 
also potentially deprive individuals of their agency when it comes to privacy and protection of their 
personal data (ibid). 

The third issue mentioned in six of the documents concerned the fear of the normalisation of 
surveillance in society (Ada Lovelace Institute 2019; Douglas and Welsh 2022; Fontes and 
Perrone 2021; Fontes et al 2022; Smith and Miller 2022). For example, the Ada Lovelace Institute 
report (2019) explained that the majority of respondents from a UK survey of attitudes towards LFR 
were concerned that these technologies were part of an expanding ‘surveillance creep’. However, 
the report also noted that the majority support these technologies when there is a clear public 
benefit to the use of the technology and when appropriate safeguards are put in place. In addition, 
LFR technologies risk greater exposure of the population to the increased risk of stated-citizen 
power imbalances based on increased access to biometric information and individuals’ lives and 
activities (Fontes et al 2022). 

The fourth issue identified was a concern about the lack of safeguards concerning the use of 
these technologies or clarity in the safeguarding of data that these technologies involve, such as 
via the development of shared ethical frameworks and regulations (Ada Lovelace Institute 2019; 
Babuta and Oswald 2020; Connon et al 2023; Dechesnea and Dignum 2019; Dworzecki and 
Nowicka 2021; Davis and Harriss, 2018; Guo and Kennedy 2022; Leslie 2020; Sarabdeen 2022). 
This was discussed in nine of the documents. The Ada Lovelace Institute (2019) report explained 
that support for these technologies remains conditional upon there being appropriate limitations 
and safeguards as to their use. The lack of ethical standardisation concerning their implementation 
and use was also deemed to be particularly problematic (Deschesnea and Dignum 2019). Lack of 
coherent regulations and standards can also limit the acceptability of these technologies amongst 
law enforcement officers (Dworzecki and Nowicka 2021). In Poland, police officers’ acceptance of 
these technologies was affected by a lack of coherent regulation surrounding their use, a lack of 
standardised rules concerning access by all parties, and a lack of knowledge in the organisation 
about the potential benefits and risks associated with these technologies (ibid). The Ada Lovelace 
Institute (2019) report also explained that people expect the government to place limits on the use 
of these technologies and expect these to be detailed in policy and complied with.

Another issue of public concern was that of third-party access to the data, including by organisations 
working in partnership with the police, which was mentioned in eight of the documents (Ada 
Lovelace Institute 2019; Deschesne and Dignum 2019; Dworzecki and Nowicka 2021; Fontes and 
Perrone 2022; Information Commissioner’s Office 2021; Sarabdeen 2022; Smith and Miller 2022). 
Members of the public have even lower levels of trust in private sector partners over concerns 
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about whether their data will be used ethically (Ada Lovelace Institute 2019). Biometric data was 
noted to be especially sensitive, meaning that concerns about third-party access and the potential 
for misuse was more concerning than for other forms of personal data (Information Commissioner’s 
Office 2021). 

The risk of bias and discrimination, including racial and ethnic bias, embedded within these 
technologies was another ethical issue raised in relation to this technology. This was discussed in 
18 of the documents (Ada Lovelace Institute 2019; Alikhademi et al 2022; Colman 2021; Chowdhury 
2019; Connon et al 2023; Hood 2020; Deschesnea and Dignum 2019; Didhwala 2020; Davis and 
Harriss, 2018; Kosta et al 2023; Leslie 2020; Nkande 2020; Urquhart and Miranda 2022; Williams 
2020; Noriega 2020; Asaro 2019; McKendrick 2019; Whittelstone 2019). For example, Hood (2020) 
explored the integration of facial recognition into police body-worn camera devices and discussedthe 
political dangers of these technologies. Hood (2020) arguedd that these technologies risk 
reinforcing normative understandings of the body and explored how facial recognition surveillance 
devices pose enhanced risks for marginalized groups. Hood (2020) explained that body worn 
cameras with facial recognition devices present a number of socio-political dangers that reinforce 
the privilege of perspective granted to police in visual understandings of law enforcement activity 
and risk reinforcing racial marginalization. Similarly, Chowdhury (2020) argueds that live facial 
recognition represent a form of monitoring technology which has a long history of being deployed 
primarily against ethnic minorities. Chowdhury (2020) also explained that ethnic minorities are 
substantially at risk of being over-policed and discussed how improvements in accurate facial 
recognition technologies will likely still exacerbate racial inequalities, because it is highly likely that 
the technology will be disproportionately used against those communities. This author uses the 
example of the London trials of this technology by the Metropolitan Police at the Notting Hill Carnival 
to highlight the inequalities of outcomes and to show the dangers resulting from failure to carry 
out an equality impact assessment before deploying this form of technology. The Ada Lovelace 
Institute (2019) report explained that facial recognition technologies are worse at identifying faces 
of ethnic minorities. In addition, the processes and datasets that support the development of these 
technologies are not equally representative or responsive to social diversity (ibid). As a result, their 
use risks embedding problematic bias, resulting in greater inaccuracies in identification for some 
people compared to others. Didhwala (2020) explained that in the UK, data captured using live 
facial recognition technologies is not retained unless there is a match. However, inaccuracies in 
matching can result in a disproportionate amount of data being retained for certain groups, often 
the most socially marginalised people (ibid). Nkande (2020) argueds that facial recognition results 
in ‘automated anti-Blackness’ owing to data driven decision-making processes which are assumed 
to be objective despite algorithms ‘seeing’ the world through the eyes of their creators, containing 
an inbuilt bias against racial minorities. In addition, the unequal use of these technologies against 
African American communities can also be arguedd to perpetuate historical patterns of racism 
through enhanced surveillance (ibid; Alikhademi et al 2022). Noriega (2020) also discussed how 
both racial and gender bias may be embedded in the design of facial recognition technologies. 

One article within the sample identified another potential problem particular to the use of facial 
recognition (Urquhart and Miranda 2022). They arguedd that one of the social risks associated 
with this form of technology is that they risk the biodeterministic framing of criminality based on 
facial data, which can erode the presumption of innocence and lead to the increased surveillance 
of certain groups of people and individuals in possession of certain facial characteristics. 

Another important social and ethical issue identified was that of privacy with one concern being 
that these technologies can be deployed semi-covertly. This was mentioned in eighteen of the 
documents. The semi-covert deployment of these technologies results in a blurring of the boundary 
between the private and public space and means it is not always clear when it is being used or by 
whom it is being deployed (Ada Lovelace Institute 2019; Almeida et al 2022; Bragias et al 2021; 



Connon et al 2023; Deschesnea and Dignum 2019; Douglas and Welsh 2022; Didhwala 2020; 
Eneman et al 2022; Keenan 2021; Fontes et al 2022; Davis and Harriss 2018; Guo and Kennedy 
2022; Kosta et al 2023; Sarabdeen 2022; Smith and Miller 2022; Urquhart and Miranda 2022; 
Chowdhury 2020; Fussey and Murray 2019). For example, Keenan (2021) explored how in the case 
of R (on the application of Bridges) v Chief Constable of South Wales Police, the Court of Appeal 
held that the deployment of live facial recognition technology by the South Wales Police Force 
(SWP) was unlawful because it violated the right to respect for private life under Article 8 of the 
European Convention on Human Rights, lacking a suitable basis in law. They also explored how 
the Data Protection Impact Assessment conducted under section 64 of the Data Protection Act 
2018 failed to assess the risks to the rights and freedoms of individuals processed by the system. 
Similarly, Smith and Miller (2022) explain that facial recognition technologies which involve the 
automated comparison of facial features cedarry significant privacy implications that require law 
and regulation. 

Questions also arose about the legitimacy of the use of these technologies (Bradford et al 2020; 
Bragias et al 2021; Connon et al 2023; Dechesnea and Dignum 2019; Didhwala 2020; Dworzechi 
and Norwicka 2021; Eneman et al 2022; Fontes and Perrone 2021; Davis and Harriss 2018; Hill et al 
2022; Smith and Miller 2022; Beck 2021; Hobson et al 2020; Asaro 2019), with the issue of legitimacy 
being discussed in 14 of the documents reviewed. For example, Beck (2021) discussed the issues 
of fairness and legitimacy in relation to the use of AI in law enforcement, predictive policing and 
risk assessment and explained  that concerns about fairness are rooted upon concerns about the 
prospects of bias and an apparent lack of operational transparency. Beck also showed how media 
coverage of the use of AI can exacerbate these concerns (ibid). Hobson et al., (2021) focused on 
the issue of legitimacy in relation to algorithmic policing and shows that members of the public tend 
to view a decision as less fair and appropriate when made by an algorithm, compared to decisions 
made by police officers. This also shows how perceptions of fairness and appropriateness were 
strong predictors of support for police algorithms. They conclude that algorithm decision making 
may damage trust in the police, particularly in cases when the police rely heavily or solely on 
algorithmic decision making. Similarly, Asaro (2019) discussed the risks around the use of data-
driven algorithms in policing and how this raises questions about fairness by effectively treating 
people as guilty of (future) crimes for acts they have not yet committed and may never commit, 
and how the use of predictive information systems may shape the decisions and behaviours of 
police officers. In addition, perceived illegitimate uses of the technologies risk threatening police-
citizen relationships or intensify pre-existing issues (Bragias et al 2021). However, perceived 
legitimate use of these technologies can help to alleviate privacy concerns around the deployment 
of these technologies (ibid). Legitimacy is contingent upon perceived risk to security, however 
the extent to which these technologies can limit the actual threats to security depends on multiple 
factors, including the amount of data captured and who is already on a watchlist (Didhwala 2020). 
However, as Dworzecki and Norwicka (2021) explain, when used well, these technologies can help 
to enable the detection of crime and its perpetrators. But if used negligently or inappropriately, they 
can violate an individual’s rights and freedoms leading to a loss of perceived legitimacy (ibid). In 
addition, Eneman et al.’s (2022) study of the use of Clearview AI live facial recognition technologies 
in Sweden showed that threats to the privacy of the biometric data and the algorithms using them 
has the potential to lower public perceptions of the legitimacy of these technologies. As Fontes and 
Perrone (2022) noted, the benefits of deploying these technologies must outweigh the risks and be 
perceived to do so for their use to be considered legitimate. 

Security was another important concern as the data gathered from deploying facial recognition 
technologies can reveal a range of intimate information about an individual and the context in 
which they live (Ada Lovelace Institute 2019; Bragias et al 2019; Connon et al 2023; Eneman et 
al 2022; Davis and Harriss 2018; Sarabdeen 2022; Hayward and Maas 2021). This was explored 
in seven documents. The consequences of the misuse, abuse, loss, or theft of the data are also 
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graver than for other types of personal data because biometric information such as one’s face 
cannot be readily changed like a person’s bank details can in the event of a breach (Ada Lovelace 
Institute 2019). One article explored the potential risk of the application of AI, including live facial 
recognition, by perpetrators of crime (Hayward and Maas 2021).

The accuracy of these technologies was also another important ethical consideration, and which was 
discussed in eleven documents (Becerra-Riera et al 2019; Colman 2021; Didhwala 2020; Connon 
et al 2023; Alikhademi et al., 2022, Whittelstone 2019; Beck 2021; Hobson et al., 2020; Asaro 2019; 
Wright 2021; McKendrick 2019). In real world situations, live facial recognition technologies can be 
far less accurate than in laboratory conditions owing to varying lighting contexts and occulusions, 
as well as due to moment-to-moment changes in facial expressions which they can struggle to read 
accurately (ibid). Becerra-Riera et al (2019) also note that characteristics known as ‘soft biometrics’ 
such as face shapes, gender, age, and skin can be especially difficult for the technologies to 
identify in real-world conditions. They explain that age is the hardest to estimate owing to variation 
in how an individual’s facial features may age as a result of internal and external factors. Skin 
tone and gender can also be inaccurately identified in live situations too (ibid). Another issue is 
that problems of accuracy tend to be understood by law enforcement officers as failures in the 
performance of these technologies rather than as signs of human and algorithmic biases (Colman 
2021). This can further amplify existing inequalities in identification accuracy and exacerbate or 
create tensions between police and members of the public (ibid). 

Possible solutions

Fourteen of the documents that discuss the social and ethical challenges surrounding the use of live 
facial recognition technologies offer possible solutions to the identified challenges and limitations. 
Eight documents suggest possible ways to improve public trust in these technologies (Asaro 2019, 
Ernst et al., 2021; Whittlestone 2019; Bragias et al 2021; Hill et al 2022; Urquhart and Miranda 2022; 
Oswald 2019; Connon et al 2023). For example, Bragias et al (2021) explore how public trust in 
these technologies may be improved via increased transparency over their practices and greater 
communication to educate people about what the technologies entail and how their data will be 
collected, stored, and used. Hill et al (2022) argued that public trust could be improved through 
greater public engagement in police decisions regarding the acquisition, use and assessment of 
the effectiveness of live facial recognition technologies and the inclusion of citizen stakeholders 
in the development of ethical guidelines and oversight frameworks. Urquhart and Miranda (2022) 
argued that by adopting a pre-emptive approach to harm minimisation prior to the use of these 
technologies in practice may help improve public trust in the use of these technologies. Standards 
should also be required for experimental use of these technologies before they are deployed in 
practice (ibid).

Two documents offer suggestions about how to overcome the problems associated with a lack of 
standardisation in the ethical use of these technologies (Deschesnea and Dignum 2019; Didhwala 
2020). Dechesnea and Dignum (2019) explore how concerns over a lack of standardisation for 
access and use may be alleviated through the design and implementation of a shared internal 
ethical standards framework, while Didhwala (2020) argued that greater standardisation will help 
to improve consistency and clarity concerning the storage of data. 

Three documents discuss possible ways to improve the perceived legitimacy of the use of these 
technologies (Fontes and Perrone 2021; Guo and Kennedy; Urquhart and Miranda 2022). Perceived 
legitimacy of the use of these technologies may be improved by the use of assessments to be 
carried out in advance of the implementation of these technologies to identify the potential social 
and individual risks (Fontes and Perrone 2021) and by the implementation of a regulatory oversight 
framework or code of conduct to enforce the protection of human rights (Guo and Kennedy 2022). 



In addition, the use of less intrusive technologies where they serve the same outcome should also 
help to improve the perceived legitimacy over the use of these technologies (Urquhart and Miranda 
2022). 

Concerns about third-party access and data sharing may be alleviated through clarity about how 
and by whom personal data will be accessed and/or shared (Fontes and Perrone 2021). 

Two documents offer possible suggestions for reducing the bias built into these forms of technology 
as well as in their deployment (Nkande 2020; Urquhart and Miranda 2022). Nkande (2020) arguedd 
that the discrimination and bias against racial minorities associated with this technology may be 
reduced by centering minority groups in the design process. The involvement of marginalised 
groups in assessments of and in the development of policy interventions to address the unequal 
impacts of these technologies may also help to reduce bias and discrimination (Nkande 2020; 
Urquhart and Miranda 2022). 

Connon et al (2023) argueds for a combined approach to mitigating the social and ethical 
challenges associated with this form of technology, seeking improvements in research, policy, and 
practice. They argued for the development of a set of shared concepts and terminology to develop 
an ethics of algorithms and the building of a more rigorous evidence base for the discussion of 
social and ethical issues surrounding the use of AI in policing. In addition, clear guidelines for the 
scrutiny and regulation of live facial recognition should be produced as part of a new draft code of 
practice which should specify the responsibilities for policing bodies regarding scrutiny, regulation, 
and enforcement of these new standards (ibid). Mandatory equality impact assessments for the 
collection and reporting of ethnicity data, along with a new national ethical approach based on 
Oswald’s (2019) three-pillar approach that includes clear scientific standards for these forms of 
technology should also be introduced (ibid). Establishment of a national technology clearinghouse 
for ensuring robust scientific standards for AI technologies, as well as an algorithmic impact 
assessment policy should also help to alleviate concerns about the accuracy of these technologies. 
Furthermore, the adoption of an Ethics of Care approach (based on the work of Asaro (2019) to 
minimise the risk of harm in the dissemination and use of these technologies should also help to 
improve perceptions of fairness regarding these technologies (ibid). Law enforcement staff should 
also be trained in how to engage critically with the adoption and use of new technologies so that 
they are in a position to meaningfully engage in impact assessments (ibid). However, none of the 
documents reviewed offer any clear suggestions for improving limitations and challenges related 
to the issues of consent, privacy, increased surveillance, and security associated with this form of 
technology. 

Evidence base

Of the thirty-two documents that discuss the social and ethical issues associated with LFR and 
their possible solutions, seventeen were based on review and analysis of the existing scholarly 
literature to draw conclusions and identify the potential issues. Nine were based on primary data 
from case studies involving the trialling and use of these technologies by police professionals in the 
UK, Canada, Sweden, and Poland. Three were based on survey data, one was based on interview 
data, and two were primarily based on case law analysis. 
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3.2.2: Legal issues

Eleven of the fifty-one documents focusing on LFR discussed the legal issues associated with 
this form of technology (Ada Lovelace Institute 2019; Almeida et al 2022; Connon et al 2023; 
Dudhwala 2020; Feraldo-Cabana 2023; Information Commissioner’s Office 2021; Keenan 2021; 
Ryder 2022, Rapaso 2022; Purshouse and Campbell 2022; and Urquhart and Miranda 2022). The 
main legal issues identified with this form of technology relate to the safeguarding of Human Rights 
and equality, data protection, the law of evidence and the disclosure of evidence.

All eleven of the documents discussed the issue of the legal safeguarding of Human Rights and 
equality (Ada Lovelace Institute 2019; Almeida et al 2022; Connon et al 2023; Dudhwala 2020; 
Faraldo-Cabana 2023; Davis and Harriss 2018; Keenan 2021; Information Commissioner’s Office 
2021; Purshouse and Campbell 2022; Rapaso 2022; and Urquhart and Miranda 2022). Guest 
(2018) explained that live facial recognition use is regulated by the Human Rights Act of 1998, 
which stated that everyone has the right to respect for their private life. Urquhart and Miranda 
(2022) stated that more discussion is required as to the quality of current law to protect citizens from 
harm, as required by Human Rights law. Feraldo-Cabana (2023) argued that live facial recognition 
technologies pose a significant threat to Human Rights, including human dignity, the right to private 
life, the protection of personal data, non-discrimination, the rights of the child and the elderly, 
the rights of people with a disability, and the right to an effective remedy and to a fair trial. They 
argued that protection of these Human Rights is threatened by the fragmented nature of the legal 
landscape concerning the use of these technologies (ibid). Almeida et al (2022) also note that 
there is no standardised Human Rights framework and regulatory requirements that can be easily 
applied to facial recognition technology rollout. Purshouse and Campbell (2022) explain that, until 
recently, the use of facial recognition continued largely unabated by law because the Government 
and domestic courts were satisfied that police use of this form of technology is adequately reflected 
by existing statutory processes regulating the processing of this form of biometric data. However, 
they also explore how this was brought into question in England and Wales with the R (Bridges) 
v. Chief Constable of South Wales Police and Others (2020) EWCA civ 1050 case (ibid). Keenan 
(2021) explored tensions around interferences from facial recognition in the case too, particularly 
around tensions between interference with privacy at group and individual levels, and how this 
impacts assessments of necessity under Article 8(2).
 
Eight of the documents discuss the legal issues associated with this form of technology 
concerning data protection (Almeida et al 2022; Connon et al 2023; Faraldo-Cabana 2023; 
Information Commission’s Office 2021; Davis and Harriss 2018; Keenan 2021; Raposo 2022; 
Urquhart and Miranda (2022). Raposo (2022) and Faraldo-Cabana (2023) discuss weaknesses 
within the EU General Data Protection Regulation in relation to live facial recognition technologies. 
For example, Faraldo-Cabana (2023) explore the different regimes around biometric data, for 
example stricter grounds for processing under GDPR, and Law Enforcement Directive safeguards 
around automated data processing. They argued fragmentation in the legal landscape can lead 
to a lack of clarity (ibid). Guest (2018) stated controllers seeking to deploy live facial recognition 
technologies must comply with all relevant parts of the UK GDPR and DPA 2018, including 
the data protection principles set out in UK GDPR Article 5, including lawfulness, fairness, 
transparency, purpose limitation, data minimisation, storage limitation, accuracy, security, and 
accountability. The Information Commissioner’s Opinion (2021) report identified a broader range 
of potential data protection issues that can arise when live facial recognition technologies are 
used for the automatic collection of biometric data in public places, drawing on primary research 
involving reviewing data protection impact assessments. The key legal protection challenges 
identified were the automatic collection of biometric data at speed and scale without justification 
as to the necessity and proportionality of data processing, the lack of choice for individuals, 
the governance of watchlists and escalation processes, and the processing of children and 



vulnerable adults’ data (Information Commissioner’s Opinion 2021). Another important issue 
that may be relevant to data protection analysis is where bias in facial algorithms could lead to 
unfair treatment of individuals (ibid). The report also stated that while all relevant elements of the 
legislation apply, problems can occur when the central legal principles of lawfulness, fairness, and 
transparency, including a robust evaluation of necessity, and proportionality, are not thoroughly 
considered before live facial recognition technologies are deployed (ibid). The report arguedd 
that considering these legal principles in advance is fundamentally important because live facial 
recognition technologies involve the automatic collection of biometric data, including on a mass 
scale, without individuals’ choice or control. For their use to be lawful, controllers must identify a 
lawful basis and condition to process special category data and criminal offence data and must 
ensure that their processing is necessary and proportionate to their objectives. Controllers are 
accountable for their compliance with the law and must demonstrate that their processing meets 
its requirements. Before deciding to use LFR in public places, they should complete a DPIA. As 
part of this process, they must assess the risks and potential impacts on the interests, rights, 
and freedoms of individuals. This includes any direct or indirect impact on their data protection 
rights. The law also requires them to demonstrate that their processing can be justified as fair, 
necessary, and proportionate. Taken together, these requirements mean that where live facial 
recognition technologies are used for the automatic, indiscriminate collection of biometric data in 
public places, there is a high bar for its use to be lawful (ibid). 

In terms of other legal frameworks, Urquhart and Miranda (2022) analyse recent UK case law on 
LFR use by police and show how it raises concerns surrounding data protection. They also explore 
how the proposed EU AI Act will shape future uses of this form of technology in policing at European 
level as technologies could be prohibited form of AI and never make it to market in the first place, or 
be classed as high risk and need to comply with new rules and design requirements (ibid). Relevant 
law enforcement legislation includes the Police and Criminal Evidence Act 1984 (PACE), in England 
and Wales, which allows police to take and retain fingerprints, DNA and facial images following 
arrest, for the purpose of solving or preventing crime. Also, in England and Wales, the Protection 
of Freedoms Act 2012 which amended PACE in response to a ruling from the European Court of 
Human Rights that the indefinite retention biometric data from people not convicted of a crime was 
unlawful. However, there are exceptions, as biometric charged with a serious offence may be kept 
for three years, while data from those data from those convicted of a recordable offence may be 
retained indefinitely. This Act also created the roles of the Surveillance Camera Commissioner, 
who encourages compliance with the Surveillance Camera Code of Practice, and the Biometrics 
Commissioner to oversee biometric information databases. In LFR trials, the Government said 
the database constituted a bespoke ‘watch list’ that may include people banned from attending 
certain events and people wanted in connection with a crime (ibid). However, questions have been 
raised about the adequacy of current legislation and regulation relating to the retention of custody 
images and to automated facial recognition technologies. The Camera Code of Practice stated that 
police use of facial recognition needs to be justified and proportionate, however the Surveillance 
Camera Commissioner has no power to enforce this. Connon et al (2023) argued that the use of 
this form of technology is highly likely to challenge the boundaries of the Criminal Procedure (Sc) 
Act 1995, Regulation of Investigatory Powers (Scotland) Act 2000, Investigatory Powers Act 2016, 
as well as compliance with the National Assessment Framework for Biometric Data Outcomes and 
prospectively the Scottish Biometric Commissioners’ Code of Conduct (2022). 
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Possible solutions

Four documents also provide suggestions and recommendations for improving legal clarity over 
the use of these technologies and for mitigating some of the legal challenges surrounding data 
protection and the protection of Human Rights and equality (Almeida et al 2022; Raposo 2022; 
Ryder 2022; Connon et al 2023). For example, Almeida et al (2022) set out ten critical questions 
that need to be answered by lawmakers, policy makers, designers, and users of these technologies 
to provide clarity over the limits of their use. These are: 1) Who should control the development, 
purchase, and testing of facial recognition systems ensuring the proper management and processes 
to challenge bias? 2) For what purposes and in what contexts is it acceptable to use these tools to 
capture individuals’ images? 3) What specific consents, notices and checks and balances should 
be in place for fairness and transparency for these purposes? 4) On what basis should facial 
data banks be built and used in relation to which purposes? 5) What specific consents, notices 
and checks and balances should be in place for fairness and transparency for data bank accrual 
and use and what should not be allowable in terms of data scraping? 6) What are the limitations 
of facial recognition performance capabilities for different purposes taking into consideration the 
design context? 7) What accountability should be in place for different usages? 8) How can this 
accountability be explicitly exercised, explained, and audited for, for a range of stakeholder needs? 
9) How are complaint and challenge processes enabled and afforded to all? and 10) Can counter-
AI initiatives be conducted to challenge and test law enforcement and audit systems? 

Raposo (2022) advocates for the creation of a specific new law on the use of live facial recognition 
in law enforcement based on addressing existing data protection limitations within current EU 
law. Ryder (2022) provides ten recommendations for improving the current legislative framework 
concerning the use of this form of technology. These recommendations are: 1) For the provision of a 
new technologically neutral, statutory framework. Legislation should clearly set out the process that 
must be followed and considerations that must be taken into account by all public and private bodies 
before biometric technology can be deployed against members of the public. 2) For the scope of 
legislation to extend specifically to the use of biometrics for unique identification of individuals and 
for classification. This is because the legal framework needs to provide appropriate safeguards 
because of the rights-intrusive capacity of biometric systems. 3) For the statutory framework to 
require sector and technology specific codes of practice to be published which set out specific 
and detailed duties that arise in particular types of cases. 4) For a legally binding code of practice 
governing the use of live facial recognition technologies to be published as soon as possible, 
including public-private data sharing in the deployment of facial recognition products. 5) For the 
use of live facial recognition technologies in public spaces to be suspended until the new legislation 
and code of practice are in place. 6) For the code of practice and new legislation to supplement 
rather than replace existing duties arising under the Human Rights Act 1998, the Equality Act 
of 2010, and the Data Protection Act of 2018. 7) For a national Biometrics Ethics Board to be 
established and which should have a statutory advisory role in respect of public-sector biometrics 
use. 8) For the Biometric Ethics Board’s advice to be published and summaries to be published 
by the deploying public authority in cases where these technologies are deployed contrary to the 
advice of the Ethics Board, explaining their reasons for rejecting the Board’s advice, or the steps 
they have taken to respond to the Board’s advice. 9) For the consolidation and clarification of the 
regulation and oversight of biometrics to address existing limitations resulting from the overlapping 
and fragmented nature of oversight. 10) For the legislation to also regulate private-sector use of 
these technologies and biometrics (at least to some extent) to address issues arising from the 
porous relationship between private-sector organisations gathering and processing biometric data 
and developing biometric tools, and public authorities accessing those datasets and deploying 
those tools.



Connon et al (2023) also make several suggestions for mitigating some of the existing legal 
challenges. They argued that at the outset of designing, adapting, or adopting an emerging 
technology, consideration should be given to how that technology is to be used to ensure compliance 
with the law of evidence. In addition, the relationship between those involved in the development 
and implementation of emerging technologies should be mapped for data protection purposes. 
Furthermore, research should be undertaken to consider the legal and ethical implications for 
the use of emerging technologies in policing activities involving children, with a view to ensuring 
compliance with the United Nations Convention on the Rights of the Child. An equality and human 
rights impact assessment should form a compulsory part of the trial and adoption of any new 
technology policy. This should facilitate consideration of these issues on a cyclical process before 
adoption, during deployment, and after deployment. These impact assessments need to go beyond 
the minimum legal requirement of data protection and should consider the full range of impacts 
and consequences, including social and ethical impacts (ibid). Training should be given to all 
officers involved in the use or monitoring of emerging technologies to ensure they are aware of their 
equality and human rights obligations in the context of its use, and data on the equality impacts of 
trial use of technologies should also be made publicly available (ibid).

Evidence base

Of the eleven documents that discussed the legal issues associated with LFR, six were based on 
a review of existing legal cases (Almeida et al 2022; Feraldo-Cabana 2023; Keenan 2021; Ryder 
2022; Raposo 2022; Purhouse and Campbell 2022). One was based on a combination of interviews 
with frontline law enforcement officers and the existing case law (Urquhart and Miranda 2022), and 
another was based on survey data (Ada Lovelace Institute 2019). Three were based on a review of 
the existing academic literature (Dudhwala 2020; Information Commissioner’s Office 2021; Connon 
et al 2023).  A summary of the findings of the review for LFR is shown below (Table 1). 

Table 1: Summary: Live Facial Recognition Technologies

Summary: Live Facial Recognition Technologies

Document Type

Research Report
Conference Proceedings
Chapter from Edited Volume
Journal Article:
•	 Intersection of Science and Technology Journals
•	 Journals focusing on Law and the Application of Law
•	 Intersection of Law and Technology
•	 Criminology and Policing Journals
•	 Information Communications Journals
•	 Scientific Development Journals
•	 Interdisciplinary Journals of Surveillance Studies
•	 Human Geography Journals
•	 Policy Journals

n=13
n=2
n=1
n=35
n=11
n=6
n=2
n=9
n=1
n=2
n=1
n=1
n=2

Number of Documents that Discuss Live (Intelligent) Facial Recognition Technologies
n=51
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Social and Ethical Issues: n=32

Legal Issues n=11

Suggestions to mitigate social and ethical challenges n=14

Suggestions/ to mitigate legal challenges n=4

•	 Trust
•	 Bias and discrimination
•	 Consent
•	 Privacy, freedom 
•	 Lack of regulation and ethical guidelines
•	 Legitimacy of use
•	 Normalisation of surveillance
•	 Security of data
•	 Access control
•	 Accuracy
•	 Biodeterministic forms of criminalisation

n=12
n=18
n=6
n=18
n=9
n-14
n=6
n=7
n=8
n=11
n=1

•	 Human Rights and Equality
•	 Data Protection
•	 Necessity and Proportionality
•	 Choice
•	 Watchlist Generation
•	 Weaknesses in EU General Data Protection Register
•	 Protection of Vulnerable People and Children
•	 Potential Impact of Proposed EU AI Regulations
•	 Potential challenges to the boundaries of Criminal 

Procedure Act 1995

n=11
n=8
n=1
n=1
n=1
n=1
n=1
n=1
n=1

Evidence:
•	 Survey data
•	 Case study
•	 Analysis of existing literature
•	 Interviews
•	 Analysis of Legal documents

n=3
n=9
n=17
n=1
n=2

Evidence:
•	 Existing Literature
•	 Case Law Review
•	 Survey Data
•	 Interviews 

n=3
n=6
n=1
n=1

Discussion of Issues
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& EMOTIONAL AI IN 
LAW ENFORCEMENT

Introduction

The types of biometric identification technologies explored were the use of voice and gait 
recognition, signature (writing) identification, body movement and micro expression identification 
technologies. Each of these technologies involves the use of algorithms and identification 
based on human behavioural and emotional characteristics. Emotion and behaviour recognition 
algorithms aim to recognise, infer and harvest emotions using data sources that include voice, 
facial expressions, movements, gestures, and gait. This data is harvested in ways that are often 
opaque to the people providing these data (Andalibi and Buss 2020). From the algorithms 
developed based on this data, emotional and behavioural recognition technologies aim to detect 
and infer emotional stated. Emotional AI technologies recognise and classify emotions in the 
same way as behavioural characteristics which are more outwardly visible, and thus blur the 
boundary between the private and public expression of the self. The development of these 
technologies is rooted upon developments in Affective Computing in the 1990s and much of 
the emotion recognition research in technology and computing draws on the work of Ekman 
who identified six basic and universal human emotions: anger, disgust, fear, joy, sadness, and 
surprise. This is despite the fact that Ekman’s work has been criticised by researchers who 
question the universality of emotion, arguing that there is not enough scientific evidence that a 
person’s emotional stated can be readily inferred from facial or bodily movements or from their 
voice (Abdulrahman and Alayani 2021; Andalibi and Buss 2020). 

3.1.1: Social and ethical issues

A number of social issues were identified with the different types of behaviour and emotion 
recognition technologies discussed in the sample literature. 
 
3.1.1.1: Intelligent writing recognition technologies

One article discusses the social and ethical issues involved in the use of live signature/writing 
biometric technologies for law enforcement and protection, particularly in the prevention of 
crime (Abdulrahman and Alayani 2021). Signature recognition technologies perform live online 
handwriting checks where a person’s signature is captured on a special pen which also detects 
pen location, physical force, angle, and the time elapsed in signing. However, these technologies 
require 5-10 or more examples of a user’s signature to learn the intrapersonal fluctuations 
adequate to perform a precise check of a person’s personality. These technologies can be prone 
to error owing to how their sensitivity and functionality can be affected by oil, dust, and water 
on the surface (ibid). They also require large databases to enable signature recognition which 
raises concerns about the safety of data storage (ibid). In addition, there is also the potential that 
these technologies may be vulnerable to being used for forgery, raising concerns about their 
vulnerability for use for nonlegal purposes (ibid). 

Possible solutions 

The Abdulrahman and Alayani (2021) article also suggested one possible solution to help 
address the issues and challenges identified in the use of this technology. It suggested that the 
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simultaneous use of different biometric AI technologies – fingerprint, voice, and signature – as part 
of a multimodal system of biometric identification may help to mitigate the potential issues and 
vulnerabilities (ibid). However, it also acknowledged that the use of multimodal systems would 
require further research and testing to explore to what extent they may be useful in overcoming 
such limitations (ibid). 

3.1.1.2: Live voice recognition technologies

Seven documents specifically referred to the use of voice recognition technologies as part of 
biometric AI behavioural and emotional recognition systems (Connon et al 2023; McKendrick 
2019; Jansen et al 2021; Podoletz 2022; Pal et al 2021; Mohamed et al 2020; and Abdulrahman 
and Alayani 2021). For example, Jansen et al (2021) explored the use of voice recognition in 
policing by looking at the case of the recent Speaker Identification Integrated Project, which was a 
European-wide initiative designed to develop the first interoperable database of voice biometrics. 
Podoletz (2022) focused on the issues surrounding voice in predicting crime and in the detection 
of deception, and Pal et al (2021) examined the use of voice recognition technologies as part of a 
larger suite of interactive human emotion recognition systems. Mohamed et al (2020) discussed 
the racial and ethnic biases inherent in live voice recognition technologies, as well as other 
forms of live biometric technologies and suggested ways that these biases may be overcome 
in future developments. Abdulrahman and Alayani (2021) explore the use of voice recognition 
technologies in automated decision making processes for crime prevention and outline the pros 
and cons of the use of these technologies for law enforcement practice. 

These seven documents discuss a number of social and ethical issues associated with this type 
of technology: accuracy and performance; bias; consequences of dependency on automated 
decision-making; impacts on privacy and freedoms; and the risks associated with a lack of clear 
regulation of this type of technology.

Three of the articles discuss the issue of accuracy and performance (Podoletz 2022 and 
Abdulrahman and Alayari 2021, Jansen et al 2021). For example, Abdulrahman and Alayari 
(2021) explain that live voice recognition technologies are less reliable than live fingerprint 
recognition technologies and therefore may result in inaccuracies which can undermine public 
trust in the use of the technology. They explain that voice is not steady and is changeable with 
age. However, it can be difficult to imitate, meaning that it is less prone to manipulation than 
other forms of biometric identification systems. Similarly, Jansen et al (2021) explain that voice 
recognition technologies are prone to high error rates and environmental interferences can make 
them particularly unreliable. 

Another issue noted is that of privacy and data security as voice recognition systems also 
require a large amount of data to be stored on large databases (Abdulrahman and Alayari 2021; 
Connon et al 2023; Pal et al 2021, Podoletz 2022, Jansen et al. 2021). For example, Pal et 
al. (2021) explore the use of voice recognition within interactive human emotion recognition 
systems and argued that because these technologies require large scale databases, it can make 
the protection of individual’s privacy a challenge. In addition, there are also issues related to 
maintaining the security of data and of establishing access control requirements, as breaches of 
data pose major challenges for maintaining public trust. Jansen et al. (2021) explain that voice 
recognition technologies raise concerns relating to individual rights and freedoms of expression 
as well as for social justice because voice is the means by which people make themselves heard. 
They explain that these technologies may be problematic owing to their potential ability to silence 
voices because of their actual or perceived increased surveillance and policing of voices and 
human expression. 
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Inbuilt biases, particularly racial and gender biases, also pose another ethical problem which are 
associated with this type of technology (Connon et al 2023; Mohamed et al 2020; Podoletz 2022, 
Jansen et al 2021). For example, Mohamed et al. (2020) explain that vulnerable people including 
racial and ethnic minority groups are more likely to bear the brunt of the negative impacts of 
innovation and scientific developments in AI as voice recognition systems are less likely to 
be able to manage accent detection with accuracy, resulting in the risk of further alienating 
already socially marginalised groups and intensifying distrust in official institutions. They explore 
how values and socially-embedded unequal power dynamics shape the development and 
implementation of biometric AI technologies and outline how voice recognition systems, as well as 
other biometric tools, can result in algorithmic discrimination, algorithmic oppression, algorithmic 
exploitation and algorithmic dispossession – all of which relate to the issues of fairness and 
equality within these technologies and in their use. Similarly, Jansen et al. (2021) explain that 
inbuilt biases can affect the cross referencing of voices against a database of human suspects. 
These authors explain that the ‘prototypical whiteness’ and ‘maleness’ makes the genealogy of 
these biometric techniques suspect and leads to the misidentification of accents and voices 
outwith the dominant social group, leading to larger rates of misidentification amongst women, 
ethnic minorities and non-binary identities. This can lead to increased police surveillance of 
these groups and the implementation of inappropriate police action. Jansen et al. (2021) explain 
that biases undermine the legitimacy of the use of these technologies and argued that biometric 
technologies rely on a relatively narrow set of criteria that are unlikely to be able to match the 
cultural and social diversity of the general population, thus risking increased stereotyping and 
observation of specific communities. 

Jansen et al. (2021) also explore the issues associated with the potential consequences of an 
increased dependency on automated forms of decision making in relation to voice recognition 
technologies. They highlight the ethical issue of algorithmic doubt and certainty. This refers 
to how algorithmic systems can potentially erase the presence of doubt in decision making, 
whilst simultaneously generating the parameters against which uncertainty will be judged, further 
raising the possibility of error and inaccuracy.

Two documents explore how concerns related to security and the lack of clear regulatory standards 
result in these technologies being deemed problematic (Connon et al 2023; McKendrick 2019). 
For example, McKendrick (2019) arguedd that voice recognition technologies are associated 
with concerns regarding human rights and a lack of well-established norms governing the use 
of AI technology in practice.

Possible solutions

Two of the articles explore potential solutions or ways of mitigating the challenges and negative 
impacts of these technologies on society (Mohamed et al 2020; Abdulrahman and Alayari 2021). 
Abdulrahman and Alayari (2021) explain that the combined use of different forms of biometric 
technologies can help to prevent inaccuracies, which in turn, may help to establish, maintain 
or restore public confidence and trust in these technologies. However, they also stated that 
further research is required to explore the extent to which the combined use of technologies 
can actually help to reduce the rates of errors and inaccuracies. Mohamed et al (2020) explore 
how decolonising AI may help mitigate the issue of racial and ethnic bias. They explain that this 
will require improved aligning of research and technical development and the development of 
ethical principles to improve algorithmic fairness. They also argued that the development of 
these principles used to guide technological development and implementation needs to involve 
greater integration between policy, research, technology developers and the public. This helps to 
ensure improvements in public trust and legitimacy as well as to improve the equality of accuracy 
embedded in these systems and their use. None of the articles explore potential solutions to 



the issues surrounding privacy and the maintenance of data security or ways of mitigating the 
negative consequences associated with dependency on automated forms of decision making.

3.1.1.3: Gait recognition technologies

Only one article within the sample discusses the algorithmic use of gait recognition technologies 
(Harris et al. 2022). Harris et al (2022) arguedd that these technologies involve the use of 
human pose tracking with one-person or multi-person tracking systems. They explain that these 
technologies are useful for person identification, authentication, and re-identification in law 
enforcement. Abnormal gait detection can be useful for fraud detection, impersonation and also 
for the detection of persons under the influence of alcohol or substances (ibid). They argued that 
gait detection technologies present greater reliability than other forms of behaviour and emotional 
detection, because the individuality of gait pattern persists over time and over many pathologies 
(ibid). However, the accuracy of the algorithm that the use of these technologies depend upon 
may be called into question owing to limitations in the sample size that these technologies are 
developed from (ibid). Other important social and ethical issues associated with gait recognition 
technologies are those of increased surveillance creep and legitimacy of use (ibid). 

Possible solutions

No solutions to the social and ethical challenges identified were posed. 

3.1.1.4: Body language and micro expression identification technologies

Six of the documents reviewed explored the use of body language and micro expression 
identification technologies in law enforcement (Jupe and Keatley 2020; Pawels 2020; Wright 
2021; Andalibi and Buss 2020; Claypoole 2021; and Barkane 2022). 

Five of these documents identified social and ethical challenges associated with the use of these 
technologies (Jupe and Keatley 2020; Pawels 2020; Wright 2021; Andalibi and Buss 2020). One 
of these challenges is the risk of misidentification and false detection associated with these 
technologies owing to the complexity and diversity of emotional expression. This can undermine 
public trust and confidence in these technologies, which was identified in two of the documents 
(Jupe and Keatley 2020 and Andalibi and Buss 2020). Jupe and Keatley (2020) explore the 
ethical issues associated with body language recognition systems, especially in their ability 
to identify people and to detect deception. These technologies are based on detecting and 
measuring gaze aversion, fidgeting, postures, and facial expressions. However, they argued 
that reliance on nonverbal cues for identification and detection is unreliable, because physical 
responses to emotional stimuli are difficult to standardise in algorithms, depending on large 
samples to account for human diversity to prevent misidentification and false detection. Similarly, 
Andalibi and Buss (2020) argued that emotions can be complex and difficult to define, leading 
to a lack of trust in algorithms. 

Another challenge is establishing and maintaining legitimacy. Wright (2021) explored the 
ability of emotional recognition AI systems based on micro expressions and body language to 
quantify a subject’s mental and emotional stated. Wright (2021) argueds that the use of these 
technologies can result in subjects being unnecessarily treated with suspicion or as potential 
criminals, which can fix identities as ‘deviant’ and ‘criminal’, thus creating concerns relating to 
control over subjects. 

The third issue identified was that of the impact of these technologies on people’s sense of 
privacy over matters considered to be private. Andalibi and Buss (2020) explain that emotions 
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are deemed to be private and technologies that aim to detect an individual’s emotional stated 
bring private emotions into the public space for scrutiny. They explain that there are both personal 
and collective risks relating to the issue of privacy in the use of emotional AI technologies (ibid). 
The personal risks range from increased risks of control, manipulation, exploitation, identity 
misrepresentation (including beyond a person’s lifetime), to negative mental health impacts 
associated with increased surveillance as well as availability of sensitive mental health related 
data given that these systems can be used to detect a person’s mental health status (ibid). 
Collective risks include the risk of political control and manipulation (ibid). 

Another concern associated with the use of these technologies is the lack of public support 
and the lack of guidelines concerning their ethical use. Andalibi and Buss (2020) explain that 
from a national survey of public attitudes in the UK towards the use of these technologies, over 
50% of respondents were uncomfortable with the use of emotional AI and emotional recognition 
technologies and only 8.6% were comfortable with their use if the inferences could be linked back 
to them. They also explained that public support was different in the UK compared to the US due 
to differences in privacy norms and political ideologies that inform policy attitudes. However, in 
both countries support was greater amongst people who were wealthy, male, educated or skilled 
in the use of technologies (ibid). 

The fifth ethical concern identified in two sources is that of data storage and data sharing 
practices, namely the potential consequences of the lack of consensus and regulation over 
these issues (Andalibi and Buss 2020; Pawels 2020). Potentially, the lack of regulation could 
result in abuses of Human Rights through increasing forms of censorship and surveillance in 
public spaces (Pawels 2020). Andalibi and Buss (2020) explain that concerns with this type of 
technology relate to how data concerning emotional stated should be treated as sensitive data 
owing to their connection with an individual’s mental health status. 

Possible solutions

Only one article (Andalabi and Buss 2021) discusses potential solutions to challenges identified, 
but only does so in relation to two of challenges – the challenge of establishing and maintaining 
public trust in use of these technologies and the challenge of safeguarding the data associated 
with these technologies. They argued that ethical guideline development for the use of these 
technologies needs to take place early on the process of algorithm development and must involve 
shared consensus concerning their use by all developers, users and third parties (ibid). They 
also argued that the data captured should be considered as sensitive data to ensure stricter 
safeguarding and access requirements are upheld by all parties. 

3.1.2: Legal issues

None of the documents in the sample discussed the legal issues and implications associated with 
intelligent writing recognition technologies, suggesting a potential area for further research and 
consideration. Similarly, none of the articles directly discussed the legal issues and implications 
associated with live voice recognition technologies or the use of gait recognition technologies. 

Three of the documents reviewed discuss the legal issues relating to biometric body language and 
micro expression identification technologies (Barkane 2022; Pawels 2020, and Claypoole 2021). 
The main legal challenges that these forms of technologies pose lies in their potential to harm 
human rights if misused and the difficulties ascertaining responsibility for these harms (Pawels 
2020; Claypoole 2021; and Barkane 2022). This can result in the creation of an accountability gap, 
making it difficult for injured parties to be able to access a remedy or receive fair treatment by 



the justice system (ibid). Another concern is that the use of these technologies could potentially 
weaken the international rule of law through facilitation of extrajudicial actions (Pawels 2020). 

The specific rights identified that the unregulated use of these technologies may potentially 
threaten are the right to privacy, the right to self-determination, the right to freedom of expression, 
and non-discrimination and minority rights (Pawels 2020; Claypoole 2021; Barkane 2022). 

Two articles discuss the limitations of existing and proposed regulation and legislation 
concerning the application of these types of biometric AI (Claypoole 2021; Barkane 2022). 
Claypoole (2021) argueds that US legislation should limit the application of biometric AI 
technologies within constitutional bounds owing to the capacity of these technologies to 
potentially undermine privacy and constitutional rights. Barkane (2022) questions the efficiency 
of the proposed EU AI Act for addressing the threats and risks to fundamental rights posed by 
these types of identification and surveillance technologies. The Act proposes to prohibits the 
use of real time remote biometric identification technologies in publicly accessible spaces for 
law enforcement purposes, but the specific time lag that their use can involve is not specified 
directly or clearly enough (ibid). Nor does the act specify what can happen in private spaces, 
such as in homes. Emotional and behavioural recognition technologies can however still be 
used in real time for targeted searches for potential victims and perpetrators of crimes and for 
the prevention of imminent threats to physical safety. These technologies can also be used 
for the identification and persecution of suspects wanted for criminal offences on issue of a 
European arrest warrant if the offenses are punishable in a particular member stated by a 
custodial sentence or detention order for at least three years (ibid). However, what is meant 
by ‘strictly necessary’ purposes is too ambiguous to provide proper clarity over the issue. 
However, none of these articles focus on the legal issues that emerge within a Scottish or UK 
context. 

Possible solutions

Two of the articles discuss possible solutions to the legal challenges identified (Pawels 2020; 
Barkane 2022). Pawels (2020) arguedd that there is a need to devise a Theory of Harms in AI 
space as a means of developing an adequate method to weigh the benefits of these technologies 
against the potential harms to Human Rights and civilian security. In addition, to address the 
accountability gap, a cross-sector collaboration to identify potential anticipated misuses should 
be undertaken, as well as to discuss the long-term impacts of AI and data capture technologies 
on vulnerable populations. In addition, a Human Rights impact assessment should be undertaken 
prior to the trials as well as the implementation of these technologies. Remedy mechanisms 
should also be established and clarified (ibid). Barkane (2022) argueds for the use of cross 
party conformity assessments, fundamental rights impact assessments, transparency obligation 
agreements as well as for the enhancement of the existing EU data protection law and rights 
and remedies available to individuals subjected to harm. However, once again, neither of these 
articles focus on Scotland or the wider UK. 

Evidence base

Out of fifteen documents reviewed, ten drew on evidence from the existing literature, with just one 
(Jansen et al. 2021) drawing on primary data from a specific case study. One included evidence 
drawn from survey and interview data (Andalibi and Buss 2020), one drew on historical data 
(Wright 2021) and two drew upon legal documents and statutes (Barkane 2022, and Claypoole 
2021). A Summary of the findings for behaviour and emotional recognition technologies is shown 
in Table 2. 

43



Summary: Review of Behaviour and Emotional Recognition Technologies

Document Type

Suggestions to mitigate social 
and ethical challenges

Legal Issues

Suggestions/ to mitigate legal 
challenges

Issues By Technology Type

Research Report
Conference Proceedings 
Journal Article:
•	 Science and Technology Journals
•	 Security Studies Journals
•	 Information and Communications Technology 

Journals
•	 Legal Journals
•	 Interdisciplinary Journals: Science, Technology and 

Society Journals

n=2
n=1
n=11
n=3
n=2
n=1

n=1
n=4

Number of Documents focusing on Intelligent Behaviour and Emotional Recognition Technologies
n=14

Table 2: Summary: Behaviour and emotional recognition technologies

Live voice 
recognition
n=7

Gait recognition
n=1

Body language 
and micro-
expression n=6

Writing recognition 
technologies
n=1

Social and Ethical Issues:
•	 Accuracy
•	 Bias and discrimination
•	 Dependency
•	 Privacy, freedom 
•	 Lack of regulation and ethical 

guidelines
•	 Legitimacy
•	 Surveillance
•	 Security

Evidence:

•	 Existing literature
•	 Case study
•	 Historical documents
•	 Survey & Interviews 
•	 Legal document analysis

•	 Human Rights
•	 Weakening international rule of law
•	 Limitations of existing law

Evidence:
•	 Legal document analysis (case law)
•	 Existing Literature

n=7
n=3
n=4
n=1
n=5
n=2

n=0
n=0
n=0

n=6
n=1
n=0
n=0
n=0

n=0
n=0
n=0

n=0
n=0

n=0
n=0
n=0

n=0
n=0

n=1
n=2
n=1

n=2
n=1

n=0
n=0
n=0

n=0
n=0

n=1
n=0
n=0
n=0
n=0

n=2
n=0
n=1
n=1
n=1

n=1
n=0
n=0
n=0
n=0

n=1
n=1
n=0
n=0
n=0
n=0

n=1
n=1
n=0

n=5
n=2
n=0
n=0
n=1
n=1

n=1
n=0
n=1

n=1
n=1
n=0
n=0
n=1
n=0

n=0
n=0
n=0
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LAW ENFORCEMENT

Introduction

Fifteen documents within the sample explored the use of DNA predictive phenotyping 
technologies in law enforcement. DNA profiling is another tool available to police for criminal 
investigation (Ahuiri-Driscoll et al 2021). Forensic DNA phenotyping refers to the prediction of 
appearance traits of unknown sample donors or unknown deceased or missing persons, directly 
from biological materials found at a scene (Kayser 2015). It can provide investigative leads to 
trace unknown people who are unidentifiable with comparative DNA profiling. This intelligent 
application of DNA represents an established but still evolving field of DNA testing (Atwood et al 
2021). Certain group-specific pigmentation traits are predictable from DNA, and forensic DNA 
profiling aims to infer an unknown person or sample donor’s externally visible characteristics 
(EVCs) from DNA (or other molecular biomarkers) directly from the biological material left behind 
at the crime scene (ibid). It therefore provides intelligence regarding the appearance (externally 
visible characteristics), biogeographical ancestry and age of an unknown donor. As Keysar 
(2015) notes, forensic DNA profiling outcomes can serve as a ‘biological witness’ and can provide 
investigative leads enabling the tracing of unknown perpetrators of crime. It can therefore assist 
law enforcement agencies by re-prioritising an existing pool of suspects or generating a new 
pool of suspects (Atwood et al. 2021; Albrecht 2020) 

The DNA inference of bio-geographic ancestry (BGA) is sometimes considered part of forensic DNA 
profiling, however genetic ancestry does not always portray an externally visible (phenotypical) 
characteristic, particularly in individuals of mixed genetic ancestry (Keyser et al 2015). A notable 
difference with inferring bio-geographical ancestry (BGA) and externally visible characteristics 
(EVCs) of an unknown individual is the capacity to provide DNA information in an investigation 
to assist with individual identification by generating leads without reliance on the availability of 
a comparison sample. Such intelligence can also be applied to cold cases, unidentified human 
remains cases and disaster victim identification; all scenarios where the success of short tandem 
repeats (STR) identification can often face additional limitations due to degraded, or poor quality, 
biological evidence. 

Prediction accuracy is essential for confidence in result outcomes when applying forensic DNA 
phenotyping to police casework. The use of relevant and informative DNA markers for the traits 
of interest is of paramount importance. Secondly, the composition of the reference set that is 
used to train the algorithms analysis must be appropriate and relevant for the predictive trait. 
The populations contained within these datasets are often unknown to the user or may vary 
considerably in their representative construct applicable to the trait being tested. In addition, 
the accuracy of the prediction is dependent on the prediction algorithm used. At present, only 
a handful of software have been developed which are capable of analysing the data to produce 
outputs about likely physical traits. These are IDentity, Indentitas, and SNaPshot Software by 
Parabon NanoLabs (Vajpayee and Shukla 2021). 

Of the fifteen documents reviewed in this study, 12 were peer-reviewed articles from academic 
journals (Ahuriri-Driscoll et al 2021; Albrecht 2020, Atwood et al 2021; Hopman 2020; Katsara et 
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al 2021; Kulka-Barteszele et al 2019; Machado and Silva 2019; Miller and Smith 2022; Murphy 
2018; Queirós 2019; Samuel and Prainsack 2019; Scudder et al 2019).  Two were government and 
policy-relevant research reports (Presser and Robertson 2021; Samuel and Prainsack 2018). One 
was a peer reviewed book chapter from an academic edited volume (Vajpayee and Shukla 2021). 

3.3.1: Social and ethical issues

Thirteen of the fifteen documents reviewed discussed the social and ethical issues associated 
with this type of technology (Ahuriri-Driscoll 2021; Atwood et al 2021; Hopman 2020; Katsara et 
al 2021; Kulka-Bartoszek et al 2019; Miller and Smith 2022; Machado and Silva 2019; Murphy 
2018; Presser and Robertson 2021; Queiros 2019; Samuel and Prainsack 2019; Scudder et al 
2019; Vajpayee and Shukla 2021). 

One of the key social and ethical issues identified was that of the potential for discrimination of 
minority racial and ethnic groups through the use of these technologies (Ahuriri-Driscoll et al 
2021; Atwood et al 2021; Murphy 2018; Presser and Robertson 2021; Queiros 2019; Samuel and 
Prainsack 2019; Scudder et al 2019; Vajpayee and Shukla 2021). Concerns about discrimination 
resulting from these technologies pertain to 1) the differentiating power of externally visible 
characteristics, 2) incorrectly assumed differences in accuracy between genetic and eyewitness 
testimonies, and 3) the collectivisation of suspicion (Queirós 2019). As Queirós (2019) arguedd, 
the differentiating power of forensic DNA phenotyping renders race and ethnicity visible through 
the racialisation of specific physical appearance traits. This means that some groups remain 
invisible, while others are ‘phenotypically othered’ and become more frequent suspects of police 
surveillance and community suspicion. Similarly, Ahuriri-Driscoll et al (2021) arguedd that the use 
of these technologies and methods may increase Indigenous and racial minorities’ experiences 
of criminalisation in New Zealand through the risk of aggravating existing police biases and over-
scrutiny of Indigenous minorities who are more likely to be apprehended and arrested. Harmful 
assumptions that Indigenous people are predisposed to criminality and arrest for criminal 
offending may inform the use of these technologies and may also ultimately be realised through 
prejudicial police practices, creating a self-fulfilling prophecy that reinforces these assumptions 
(ibid). Racial stereotypes may drive over-targeting for DNA sampling by police, leading to the over-
representation of minorities in DNA profile databases from which algorithmic predictions are then 
based upon. In addition, as Hopwood (2020) notes, the results of these predictive approaches 
are more efficient when they point at a minority population within a particular geographic context. 
The potential for over-policing amongst minority populations through the use of this method could 
exacerbate existing social tensions between the police and minority groups and also between 
minority groups and the dominant social group (ibid; Queirós 2019). Furthermore, as Presser 
and Robertson (2021) explain, not only do the predictive algorithms that these technologies  rely 
on inbuilt biases owing to the over-representation of members of racialised communities in the 
criminal justice system, but those also most likely to be identified using predictive technologies 
are often the least financially able to challenge it within the courtroom. 

Another concern relating to the issue of discrimination was that of the risk of greater miscarriages 
of justice against the socially marginalised, as well as the risk of increased conflict between social 
groups, as a result of jurors and members’ of the public’s beliefs in DNA evidence as being ‘fool-
proof and incontrovertible’ and because they subsequently base their decisions regarding guilt 
on the basis of misassumptions about the accuracy of predictive DNA phenotyping evidence 
alone (Ahuriri-Driscoll et al 2021; Murphy 2018; Queirós 2019). 

A third issue identified relating to the issue of discrimination is that the method itself can also 
contradict with culturally specific beliefs surrounding the body, identity and group membership, 
and rights (Ahuriri-Driscoll et al 2021). For example, Ahuriri-Driscoll et al (2021) arguedd that 
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genetic material holds particular significance for Indigenous people in New Zealand and Australia 
for establishing identity and group membership. Its taonga (treasure) status among Māori people 
entail particular sensitivities regarding its handling and use. The Māori have specific cultural 
meanings associated with DNA and genetic material, as “a physical manifestation of valued 
metaphysical life forces [that] can be deemed to be collective cultural property” (p. 250) which 
correspond with traditional beliefs that by taking a physical part of a person, a part of that person’s 
spirit is also taken, which could be used to create harm to or misfortune for or to that person. 

Another major social and ethical issue associated with this technology was that of its accuracy, 
(Alhuriri-Driscoll et al 2021; Atwood et al 2021; Hopman 2020; Katsara et al 2021; Murphy 2018; 
Samuel and Prainsack 2019; Scudder et al 2019; Vajpayee and Shukla 2021). Atwood et al (2021) 
explain that although the predictive approach can provide accurate predictions of an unknown 
individual’s EVCs and BGA, service providers differ in their testing approach and reference 
sets used, which may be reflected in the outcome and the prediction accuracy. In addition, the 
translation of scientific outcomes of FDP to lay audiences has been shown to be variable, which 
has meant that lay audiences do not always fully understand the limits of this method, which can 
have implications for decision making as well as for the social acceptability of these technologies 
(ibid). In particular, more extensive research and development are required to increase the 
prediction accuracies of skin colour and age (ibid). In addition, while donor samples received by 
service providers may be pristine, samples routinely encountered in law enforcement casework 
are more likely to be of compromised quality and even less likely to generate accurate results 
(ibid; Murphy 2018). Another important issue is that of a lack of understanding of the science 
between BGA assessments and an individual’s actual physical appearance (Atwood et al 2021). 
Prediction of the BGA from a sample is not the prediction of race, ethnicity, or cultural background 
per se. Rather, it provides a prediction of the ancestral geographic or sub-geographic region 
of that sample. Lack of awareness of this fact in law enforcement is problematic because 
although the affiliation between BGA prediction and assumption of physical appearance may 
align, BGA prediction does not imply the actual physical appearance of a person (ibid; Samuel 
and Prainsack 2019). In addition, as Katsara et al (2021) stated, currently available models 
on appearance genetics remain incomplete and do not include all causal genetic variants as 
predictors. Furthermore, while trait prevalence-informed priors (for eye, hair and skin colour, 
hair structure and freckles) may have an effect on prediction performance, the rate of effect can 
vary, with some categories barely showing an effect (ibid). Also, misspecification of priors can 
diminish the accuracy of performance. This shows the importance of the degree of accurate 
specification of prevalence-informed priors required for prediction modelling of appearance 
traits. However, current limitations on these models mean the methods are not as accurate as 
people tend to assume (ibid; Samuel and Prainsack 2019; Scudder et al 2019). Kulka-Bartoszek 
et al (2019) looked at the prediction accuracy of these technologies for determining the presence 
of freckles, as a physical trait, and found that false positive predictions were high because the 
freckle phenotype in childhood can disappear in adulthood. They argued that predictions need 
an accuracy threshold as at present there is no standardised threshold and confusion about 
what counts as an accurate result can lead to law enforcement officials, jurors, and members of 
the public putting too much faith in the performance accuracy of these technologies (ibid). As 
explained by Samuel and Prainsack (2019), at present the scientific accuracy of these methods 
is not yet reliable enough and that there is no one ‘toolbox of method’ that can be applied and 
defined as FDP. 

Another important social and ethical issue discussed in the sample literature related to the 
storage of the large amounts of data required to enable the use of this form of technology 
and the risk of security breaches (Hopman 2020; Scudder et al 2019; Vajpayee and Shukla 
2021). Hopman (2020) arguedd that this technology relies on large data banks because, in order 
to get closer to genetically accounting for facial variation, researchers require larger and larger 



amounts of biometric data. This can lead to increased risks and concerns regarding the impacts 
of a potential breach of the databanks where this data is held (ibid). 

Concern over privacy of biometric information, the potential for improper use of forensic DNA 
genetic data and limitations over data access specifications represent another major social 
and ethical implication discussed in the sample literature (Machado and Silva 2019; Samuel 
and Prainsack 2019; Scudder et al 2019; Vajpayee and Shukla 2021; Miller and Smith 2022). 
Machado and Silva (2019) explain, using the findings from a survey about public attitudes 
towards DNA databases and technologies, that members of the public are highly concerned 
about data storage by law enforcement and potential for access by third parties. They also 
explain that, coupled with this, are concerns over the lack of discussion about whether police 
should be able to access data held by personal genetic services, including genetic genealogy 
databases for generating investigative tools, which represents another area of concern (ibid). 
Samuel and Prainsack (2019) also discuss the political and societal sensitivity of ancestry testing 
because the majority of the public and law enforcement officers perceive this information to be 
ethically, politically and socially sensitive, and explain how these concerns rose as a result of 
political actors linking the expanded use of DNA-testing to the topic of migration in scientifically 
and politically problematic ways. Others were concerned about access to and use of genetic 
markers related to predispositions of disease (ibid), with one concern being that even if health 
was not used as part of the predictive modelling process, information could still be produced 
and stored about an individual’s health or medical predisposition as an ‘incidental finding’ (ibid). 
This could happen if the marker for the tested trait is in close proximity to a marker for a specific 
health pre-disposition (ibid). However, as Miller and Smith (2022) note, although the right to 
privacy is not absolute, people could arguably have the right for law enforcement agencies not to 
access their genetic data. This could be overridden under certain circumstances, such as in the 
case of a serious crime and then only for the purpose of identifying persons who have committed 
the specific crime. However, moral questions arise over the justification for the potential retention 
of DNA profiles of innocent people or suspects not subsequently convicted of a crime (ibid). 

Another ethical issue identified by just one of the documents within the sample (Miller and Smith 
2022) was the issue of joint moral rights in relation to the use of this form of technology. As 
Miller and Smith (2022) explain, the genome of a person is not only constitutive of that person’s 
individual-specific (biological) identity because that same genome is in part constitutive of the 
individual-specific (biological) identity of a person’s relatives. Therefore, it could be arguedd 
that the right to control one’s genome data should be regarded as a joint right (held with an 
individual’s relatives) rather than as an individual right. If it can be regarded as a joint right, then 
it follows that an individual may not have an exclusive individual right to provide his or her data 
to law enforcement (ibid). In cases where identifying the person who has committed a crime 
relies on the genomic data of relatives known to be innocent and the relatives in question have 
a joint right to the data in question, then it can be questioned whether all relatives need to have 
consented to the collection of the genomic data in question (ibid). 

Another ethical consideration posed by this type of technology and discussed in one of the 
articles was the right not to self-incriminate (Miller and Smith 2019). The privilege against 
self-incrimination entitles a person to refuse to answer any question, or produce any document, 
if the answer or the production would tend to incriminate that person. (ibid). It can be arguedd 
that legally requiring a person to provide DNA evidence which, when using predictive forms of 
DNA phenotyping may result in them inculpating themselves in the future, is a breach of the 
legal privilege not to self-incriminate. This legal privilege is based on the moral right not to self-
incriminate and which is closely related to the right to self-defence (ibid). 

A final ethical issue raised by this type of technology is that of the issue of collective moral 
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responsibility. This was also raised in one article (Miller and Smith 2022). Public programs of 
DNA collection, such as mass collection programs implemented in China, enable all citizens to 
be identified in a criminal investigation if necessary (ibid). If we apply the concept of
collective moral responsibility to the access of genomic information by law enforcement agencies 
to investigate and prosecute crime and, in particular, to universal DNA databases, it can be 
arguedd that there is a collective good to which the use of this information can make to law 
enforcement, namely, the investigation and prosecution of serious crimes. It could therefore be 
arguedd that there is a collective moral responsibility on the part of members of the stated to 
submit their DNA (ibid). However, it can also be arguedd that the collective moral responsibility 
applies only in specific cases and not to provide DNA data to contribute to a universal or quasi-
universal DNA database (ibid). In addition, it can be arguedd that there cannot be a collective 
moral responsibility to provide DNA on a permanent basis (ibid). 

Possible solutions

Three of the articles offer and discuss possible solutions to some of the social and ethical 
challenges associated with this type of technology (Ahuriri-Driscoll et al 2021; Atwood et al 2021; 
Scudder et al 2019). 

Ahuriri-Driscoll et al (2021) argued that the problem of racial and ethnic discrimination associated 
with this form of technology may be reduced through a wider effort to decolonise criminal justice. 
However, they also explain that greater consideration needs to be given as to what a decolonised 
criminal justice system and process may look like as well as to how it can be successfully 
implemented (ibid). Atwood et al (2021) argueds that concerns over a lack of public, juror and 
law enforcement professional understanding of the actual real-world accuracy of the outcomes 
of these technologies could be reduced through improved communications from developers 
written in clear and concise language so as to ensure they are comprehensible by a non-expert/
lay audience. They also arguedd that in criminal investigations, performance should be assessed 
by scientific experts so as to ensure that the outcomes do not require interpretation by the lay 
audience (ibid). Limitations of the accuracy of the technologies and outputs should be clearly 
indicated (ibid). In addition, the service providers should provide the genotype data generated 
for every test undertaken to allow for independent verification of the results (ibid). Scudder et 
al (2019) argued that challenges resulting from misunderstandings about the accuracy of this 
technology may be mitigated by developing and applying an appropriate intelligence doctrine or 
framework that outlines the current and emerging capacities of these technologies in the context 
of law enforcement use. 

However, none of the documents reviewed offered possible solutions for mitigating the issues 
associated with potential security breach of data, potential for improper use, lack of clarity over 
third party access, as well as the questions raised concerning joint moral rights, the right not to 
self-incriminate and collective moral responsibility. 

Evidence base

Out of the thirteen documents that explored the social and ethical issues associated with DNA 
phenotyping technologies, one was based on interview data from members of the public and 
those involved in law enforcement activities (Queiros 2019), while another was based on interview 
and focus group data (Ahuriri-Driscoll 2021). One was solely based upon interview data from 
participants who had a professional stake in FDP technologies (Samuel and Prainsack 2019). 
Three of the documents were based on case studies of the use of this form of technology in 
policing and law enforcement practice in Australia, Canada and the Netherlands (Atwood et 
al 2021; Hopman 2020; Presser and Robertson 2021), and one was based on the comparative 



analysis of public survey data from members of the public in Italy, Portugal, Serbia, Spain, 
Switzerland, the USA and New Zealand (Machado and Silva 2019). Another four were based on 
existing scholarly data (Murphy 2018; Miller and Smith 2022; Scudder et al 2019; Vajpayee and 
Shukla 2021), with one of these including a review of case studies from the existing scholarly 
literature (Vajpayee and Shukla 2021). The two other documents were based on the outcome of 
laboratory-based studies (Kulka-Bartoszek et al 2019; Katsara et al 2021). 

3.3.2: Legal issues

Six of the fifteen documents on DNA phenotyping, discuss legal issues associated with this 
technology (Ahuriri-Driscoll et al 2019; Albrecht 2020; Murphy 2018; Presser and Robertson 
2021; Samuel and Prainsack 2018; and Vajpayee and Shukla 2021). 

One of the legal issues discussed in relation to these technologies is the issue of truthfulness 
and fairness in the administration of procedural justice (Ahuriri-Driscoll et al 2019; Murphy 
2018; Presser and Robertson 2021). Ahuriri-Driscoll et al (2019) argued that there is a risk of 
DNA evidence unduly influencing trial outcomes and perhaps even distorting justice due to its 
perceived infallibility and limited lay public understandings. Similarly, Murphy (2018) arguedd 
how judicial actions have been shown to have poor ability to discern between different types 
of DNA analysis techniques and how prosecutors have been susceptible to the myth of the 
infallibility of DNA. They explain that this can also lead to defense lawyers giving up in the face 
of seemingly indisputable DNA match without probing the reliability of the match further (ibid). 
Presser and Robertson (2021) call this presumptive inadmissibility in the absence of strict scrutiny 
and argued that one of the existing challenges is that novel forms of forensic evidence such as 
FDP are not properly entrenched in the legal system through the codification of common law 
principles. They argued that in the Canadian legal system, full adherence to placing the burden 
of proof on the moving party is particularly important to ensure that vulnerable defendants in the 
criminal justice system are not required to bear a heavy persuasive burden of showing the need 
for caution and strict scrutiny of novel, AI-based forensic methods.

The second issue discussed was the legal challenges associated with personal data retention 
and analysis for purposes of crime control (Albrecht 2020). Albrecht (2020) arguedd that both 
the Court of Justice of the European Union (CJEU) and the European Court of Human Rights 
stress the importance of efficient investigation and information gathering methods for security and 
for the prosecution of serious crime and therefore questions arise over whether an appropriate 
balance can be struck between the interest in security and effective prosecution on the one hand 
and fundamental rights on the other.

Vajpayee and Shukla (2021) identify two other important legal issues linked to the use of these 
technologies. The first is that it can lead to what they term the Slippery Slope Theory. According 
to this theory, since the FDP technology is very new, a lot of information is fed into the knowledge 
bank daily. This increases the scope of forensic DNA phenotyping technology in the future 
and this advancement in the capabilities of FDP could lead to the misuse of the information 
inferred (ibid). They argued that if accessing the information from one form of FDP is allowed, 
then eventually all forms of FDP could be used and controlling only a part of FDP to be used for 
information purposes will become a tough task (ibid). 

The other legal issue identified in this article concerns the right not to know and the implications 
of these technologies for this right (Vajpayee and Shukla 2021). Within this an individual enjoys 
their rights not to know their own medical information. Thus, law enforcement investigation must 
be limited to analysis of physically visible traits. Advancements in the technology have claimed 
there is a potential relationship between genetic markers and behavioural traits of the individual, 
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and thus DNA testing could reveal behavioural aspects and relate them directly or indirectly to 
the person’s criminal behaviour. This is concerning because if this information is revealed to the 
person or accepted by the court of law, it could affect parole eligibility and preventive detention 
(ibid). A person could also use this information to make an excuse for criminal actions (ibid). 

Another issue concerns the legal aspects of regulation and governance of these types of 
technologies and, specifically, the lack of clarity over FDP in the existing legal framework. Samuel 
and Prainsack (2018) explain how the European Union’s legal and regulatory framework, along 
with the legal and regulatory frameworks of eight European countries (including Austria, France, 
Germany, Poland, The Netherlands, Spain, Sweden, and The United Kingdom), accommodate 
the use of new forensic DNA phenotyping technologies. They also provide an overview of the 
legal permissibility and practice of FDP in EU member stated, as well as other countries of 
interest, including United States, South Africa, and Australia. They explain that one issue is that in 
the UK there is no explicit legislation governing which techniques can be used for forensic DNA 
analyses for crime scene DNA stains, with the legislation that exists covering only the collection, 
processing, and storage of DNA for forensic purposes. As such, according to the letter of the 
law, FDP is permitted. All statutory frameworks related to forensic genetic tests relate to the 
circumstances in which a sample can be taken from an individual, and the circumstances under 
which the findings of any forensic genetic tests conducted on the sample can be stored. The UK 
operates an adversarial legal system, and it is the police’s role to gather evidence in a criminal 
case. As such, FDP can be requested by police and forensic providers at their discretion without 
formal requests being made to the courts (ibid).

Furthermore, any use of FDP or the storage of FDP findings would need to be GDPR and Police and 
Criminal Justice Data Protection Directive compliant (Samuel and Prainsack 2018). However, at 
present it is unclear when FDP findings become personal data and whether FDP findings should 
be given special category status because of their genetic nature. Greater clarity is also required 
about how long FDP findings should be stored and whether FDP would fall under extra legislation 
related to AI/automated decision-making given the use of algorithms in FDP tests (ibid). In the 
UK, analysis of the physical appearance of the perpetrator is allowed according to the existing 
legislation, but ethnic inference cannot be inferred (Vajpayee and Shukla 2021). However, at the 
same time, there is also no specific regulation forbidding FDP for age, appearance, or ancestry 
at present. In England and Wales, the Police and Criminal Evidence Act regulates the UK national 
DNA database and stated who can take a DNA sample from an individual, and under what 
circumstances, but this Act was written in the context of STR-DNA profiles only and does not 
discuss any other form of DNA finding or analysis such as FDP. Furthermore, while the Protection 
of Freedoms Act (POFA) 2012 stated the circumstances under which the DNA sample/data can 
be stored, for how long, and when it needs to be destroyed, again it was also developed in the 
context of STR-DNA profiling and contains no explicit regulation governing the storage of FDP 
findings in national databases (ibid). 

Possible solutions

To improve the current lack of legal clarity surrounding the use of FDP technologies, Presser and 
Robertson (2021) explain drawing on evidence from the Canadian system, that governments 
should consider statutory amendments to prescribe the use of FDP systems and to promote their 
legal accountability. 

In particular, they argued that amendments should focus on improving the use of DNA analysis 
as evidence and focus on enhancing systemic transparency and accountability surrounding the 
use of algorithms in criminal justice system to improve the perceived infallibility of FDP methods 



and its impacts on fairness in the courtroom (ibid). They also argued for prescribed limits on the 
admission of AI-generated evidence in criminal proceedings, owing to the unique challenges 
associated with AI-evidence and the imbalance of power, knowledge, resources, and expertise 
between individual defendants in the criminal justice system and the developers of AI-based 
tools. They argued that AI-generated evidence should be considered expert opinion evidence 
and that requirements regarding the availability of human witness testimony in the courtroom 
should be carefully considered to address the unique challenges associated with AI-generated 
evidence (ibid). Government and law enforcement agencies that develop their own algorithmic 
technologies—whether in-house or with private vendors—should also be required to make the 
source code and related details of such technologies publicly available in machine-readable 
forms that can be understood by the lay reader. Prosecutorial guidelines concerning the use of 
FDP technologies in criminal proceedings should also be introduced to mandate a commitment 
to robust and full disclosure surrounding methods to defendants and their counsel (ibid). Training 
programs should also be developed for all justice-system participants to enable a comprehensive 
understanding of the nature of these technologies and their risks (ibid). 
 
To improve the lack of legal clarity concerning the collection and storage and sharing of data, 
Presser and Robertson (2021) argued that systems of oversight concerning the collection, use, 
retention and sharing of DNA information within police investigations and criminal proceedings 
should be modernised to keep pace with advances in technology and to enable accountability 
surrounding the use of sensitive techniques (ibid). Legal reforms should also aim to facilitate 
public access to information regarding what DNA databases law enforcement authorities and 
forensic laboratories obtain access to, where DNA profiles are sourced from, and the relationship 
between private companies and public sector actors regarding the collection, sharing, and use 
of DNA profiles. 

Evidence base

Of the six documents exploring the legal issues associated with DNA phenotyping technologies, 
one was based on interview and focus group data (Ahuriri-Driscoll 2021), while two were based 
on a review of case studies from the existing scholarly literature (Vajpayee and Shukla 2021; 
Murphy 2018). Three were based on an analysis of legal cases and the existing relevant case 
law (Albrecht 2020; Presser and Robertson 2021; Samuel and Prainsack 2018). The findings of 
the review for DNA phenotyping technologies are summarised in Table 3. 
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Summary: DNA Phenotyping Technologies

Research Report
Conference Proceedings
Journal Article:
•	 Journals focusing on Social Impacts of 

Developments in Genetics and Bioscience
•	 Security Studies Journals
•	 Forensic Science Journals
•	 Criminology and Criminal Science Journals

n=2
n=1
n=12
n=5

n=1
n=4
n=2

Number of Documents focusing on DNA Phenotyping Technologies (FDP) n=15

Document Type

Issues

Suggestions to mitigate social and ethical challenges

Legal Issues

Suggestions/ to mitigate legal challenges

Table 3: Summary: DNA phenotyping technologies

•	 Transparency and Fairness
•	 Retention of Personal Data
•	 ‘Slippery Slope’ Theory
•	 Legal Questions concerning the Right Not to Know
•	 Lack of Clarity over FDP in Existing Legal Frameworks

n=3
n=1
n=1
n=1
n=1

Evidence:
•	 Interviews and Focus Groups
•	 Existing Literature
•	 Legal Case Analysis

n=1
n=2
n=3

Evidence:
•	 Existing literature
•	 Case study
•	 Interviews & focus groups
•	 Survey Data
•	 Laboratory Testing/Experiments

n=4
n=3
n=3
n=2
n=2

Social and Ethical Issues:
•	 Accuracy
•	 Bias and Discrimination
•	 Security
•	 Privacy
•	 Risk of Self Incrimination
•	 Ethical Questions over joint/collective responsibility

n=13
n=8
n=8
n=3
n=5
n=1
n=1
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PART 4. STAKEHOLDER 
ROUNDTABLE



We hosted the High-
Level Expert Roundtable 
in March 2023 with 
15 attendees. This 
involved providing some 
background to the project 
and then presenting 
each of the three-design 
fictions live using Twine, 
with 40 minutes of group 
discussions afterwards 
and then final reflections to 
conclude. This roundtable 
was graphic recorded as 
seen below.

1. Key Discussion Points 
from the Roundtable

We will now consider a 
range of discussion points 
from the Roundtable. In 
terms of the method, there 
were numerous points of 
discussion. One queried 
how speculative should 
it be in terms of proximity 
to current operational 
approaches vs more 
futuristic representations 
of possibilities based 
on current stated of the 
art.  There was interest in 
considering more explicit 
comparisons of the 
benefits and challenges 

of alternative approaches to the near future design fictions too e.g., sketch artists vs our AI system 
in scenario 3 or use of facial matching and mobile fingerprinting systems. Further, there was 
discussion that the method is valuable in bringing together different stakeholders to discuss these 
issues, and it could be used to elicit public perceptions too.

A. Live Automated Facial Recognition
Trustworthiness 

The discussion was focused on the challenges policing will face in managing public trust around 
new technologies. Finding strategies for communicating how technologies work to the public 
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so they can decide to trust usage or not, is one aspect. There is a challenge in managing the 
disconnect between public perceptions of what may be possible with police use of new technology, 
and the realities which are often less advanced e.g., volume of drone use by police is quite low.

Discussants noted trustworthiness requires attention to the technology, the institution, and even 
how police build trust in technology internally e.g., with appropriate expertise around data 
management. Further, demonstrating there are sufficient safeguards and oversight mechanisms 
prior to operation of technologies is important.

Oversight of Risks

There was debate about best mechanisms for providing oversight. It was questioned if impact 
assessments (IAs) are fit for purpose and capture enough information? Specifically, are Data 
Protection Impact Assessments too narrow, or can they capture the wider range of issues posed by 
LFR and similar technologies? In drafting IAs, the focus should not be on how long the documents are 
but the clarity in explaining and addressing fundamental risks and issues. There is value for a range 
of impact assessments focusing on human rights, data ethics, children’s rights, and algorithmic.

Further, there was an awareness of the disconnect between what may be legal, and what is ethical, 
and how those distinctions feed into discussions around what is best practice and analysing of 
risks posed by technologies. Currently, it is felt there is not sufficient alignment in how we evaluate 
risks from technology in terms of what the public accepts, what is legally risky, and what are the 
ethical principles giding its use.

Data Protection Compliance 

More broadly, data protection compliance remains central, particularly around storage and 
automated erasure of data, alongside addressing (in)accuracies with data used to identify 
citizens in situ. Further, there are fundamental questions around if such systems are necessary, 
proportionate, lawful and fair? With the latter two, consent is unlikely to be the lawful basis, and 
expectations of the public around fair use of their data needs to balance different rights, interests, 
and expectations. Technical questions around fitness for purpose of biometric data definitions and 
legal classifications also remain uncertain e.g., gait or thermal data as personal data?

Social Divisions 

Formulating trustworthy relationships with the public cannot be a one size fits all approach, and 
there is scope for a digital divide if not addressed properly. Different lived experiences of citizens 
interacting with technologies may shape their trust or distrust in the police. This includes accounting 
for vulnerable subjects of public space, due to age, race, gender. Those who encounter the 
police more often may be more distrusting too. Thus, there are individual, community, and political 
dimensions shaping acceptance of new systems, which may shape tolerance of new systems. 
When citizens are interacting with technologies in situ, better strategies to make sense of what the 
system does, and how different populations may accept or reject judgments form technology are 
needed. For example, with the face passport for consent giving in the fiction, not everyone at the 
event would have a phone, and thus may face different choices, or consequences as a result.  

Formation of watchlists was one point requiring better strategies for communicating to the public 
who is on watchlists, and proportionality of them being there, e.g., those with warrants for arrest 
through to those at risk of causing significant harm (e.g., terrorism). The provenance of how data 
was sourced for watchlists was another concern, and there were concerns around impacts on 
presumption of innocence from being on a watchlist.
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Data Ecology 

The emerging data ecology around these systems was discussed, such as the power embedded 
in these technologies. Particularly, who operates the technology and who data will be shared with, 
for example data sharing across both public and private providers. For near future scenarios in the 
fiction, the type of support infrastructures necessary to facilitate these systems and data flows was 
questioned – how difficult would it be to allow cross device, system, and institutional sharing? This 
links into discussion around procurement, namely oversight for private companies around training 
datasets and models too. 

Operational Value 

More broadly, these systems posed questions about operational value, in terms of balancing 
benefits for police investigations and use of resources against costs to society. For example, 
without LFR the alternative is more manual processing, requiring more staff to look at CCTV. Yet, 
there is not enough officers, meaning the capacity/reality of budgets in policing may help make the 
case for LFR systems. 

Societal Implications of Policing Protest

The scenario focused on policing public protest, leading to concerns around how these systems 
may have a chilling effect on exercising the right to assembly. How is this balanced against public 
safety? If too invasive, does this act as a deterrent to protest in future? How does this change 
resistance strategies and forensic awareness of citizens to resist technologies? Further, the use of 
drones in the scenario raised questions about their use. Currently there are operational restrictions 
of flying over protests where it is over everyone’s head, not just protesters. This raises concerns 
around scope for privacy preserving processing in future. Further, drones can follow people around, 
creating new risks for privacy for mobile as opposed to traditional static surveillance.



B. Emotional AI
Accountability & Decision Making

There was interest in how the emotion monitoring systems interface with frontline officer practice. 
For example, how accountable were police officers for their actions if they act on what a system 
tells them? Does it lie with the system or them if a negative outcome occurs when they are 
interacting with the public? What happens with how the system captures actions of officers? 
Further discussion focused on the relationship between officer intuition and agency of officers 
using the system, where they are being guided to make decisions by the machine that goes 
against their instinct. Given experience of officers in reading situations and people, how will 
such systems account for that operational aspect of policing work? Will officer instinct be lost 
or eroded by such systems? Further, how might this manifest across generations in the force, 
between officers who have lots of experience working without the system and resist it or switch 
it off, vs newer officers who may adopt it more readily and rely on it? Or will there be ways to 
have human-AI interactions where it is not displacing or losing skills through the technology, but 
providing knowledge that is valuable to officers?

Operational Value 

There was again discussion of to what extent AI could replace missing officers given budget 
constraints e.g., in this fiction, one officer was attending the scene instead of two. Despite concerns 
above, there was also discussion of positive uses. For example, could it provide new means of 
communication for frontline officers interacting with senior officers to provide guidance? Or could 
it help with wellbeing of officers to help monitor mental health and trauma to support them e.g., for 
example wellbeing of firearms officers during and after investigations for discharging weapons. 

Nature of Emotion Recognition Systems

There were concerns about if Emotional Recognition technology works in practice, perceived as 
an immature technology. There were concerns if it is sufficiently accurate. This includes wider 
questions of if it is ethical (or legal) to deploy a system that may be convenient to use or serves 
a purpose but is inaccurate. This follows concerns around accuracy of other types of biometric 
systems such as gait recognition. Further, there was recognition that contexts of collection 
can impact accuracy where it is tested in lab type domains, yet policing operational situations 
may mean it does not work in those other domains for technical reasons. For example, how do 
emotion recognition systems account for voice, particularly dialects, tonality of voice and the 
cultural contingency of emotions and language. Has the system been tested cross-culturally? 
The lack of baseline for emotional stated, coupled with concerns around models of basic emotion 
underpinning these systems further posed questions about if they should be used. Biometrics 
are often framed as immutable (measuring of body e.g., DNA, fingerprints); but it was noted 
emotions are mutable, volatile and change. This also linked into more fundamental concerns 
around how to frame emotions and data, and impacts for governance with these systems. With 
the former, how do you codify human experience in data? How should it be measured? With the 
latter, is emotion data captured by data protection laws as biometric data when it is not focused 
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on identification? Can you consent to this data being processed? 

Community Trust and Cultural Dimensions

Beyond concerns around the technology itself, there was discussion about ensuring that systems 
were not just about enhancing public safety but public good and focusing on its role for good as 
a measure to justify its use. Again, the question was how best to explain to communities meeting 
the criminal justice system more regularly, what these systems are doing? Or how to ensure issues 
for vulnerabilities of certain groups at risk of harmful assumptions are not being built into these 
technologies e.g., neurodiversity, racial bias. Given scope for disproportionately more harmful 
consequences, what does it mean for all being treated equally and fairly by the systems? Are there 
ways to involve professionals who work with vulnerable groups in policing strategy using roll-out of 
technologies that may impact groups with protected characteristics?

C. DNA Phenotyping

Safeguards and Potential Future Advancements
.
Given advances in DNA analysis and phenotyping systems, there was discussion of how to treat 
this class of data differently. For example, to support use of DNA phenotyping, there may be desire 
to keep DNA profiles and biological samples for longer periods of time. In practice though, the 
retention periods differ depending on seriousness of offence (it can be long for violent crimes) 
but there remains a need to justify the purposes of retention. Thus, whilst there may be value 
in keeping data for new methods of analysis that are emerging, questions remain about how 
oversight might adapt to new technological capabilities and address long term data management 
issues e.g., managing data of the deceased. Considering issues from greater interaction between 
digital forensics with growth of digital phenotyping would be important too – e.g., tracking of other 
behavioural characteristics through devices like wearables in investigations. 

Identity

There was discussion around how DNA phenotyping may entrench certain aspects of identity 
by genetically defining who people are through biogeographical information and physical 
characteristics (such as skin, hair, and eye colour), shaping how populations are defined. There 
remains need for scope to be able to question those identities in relation to our bodies, but these 
systems can prevent that.  

Legal Oversight of Commercial DNA Services

There were concerns around the interactions between public and private sector in supporting 
DNA phenotyping. For example, data might not be available through police sources and national 
databases – so alternatives might be needed, such as commercial genealogical services. However, 
there are differences between how police and private sector are regulated in collection and use 
of DNA. Thus, any private sector cooperation with law enforcement would need to be subject to 
adequate legal oversight in future. This includes around ensuring compliance with data protection 
in private suppliers, alongside complications of international data sharing across borders, which 
may require new UK primary legislation.
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The Design Fictions provided a valuable method to speculate and envision how technologies 
might be used in the near future and reflect on societal impacts. Our fictions were narrative 
based, and mixed utopian and dystopian components, showcasing the contested nature of 
Biometric AI in different contexts. The fictions were both a provocative and discursive tool 
to help us think about futures we want to create or avoid, providing means to reflect on the 
opportunities and challenges of Biometric AI in a creative way.

These fictions also supported discussion of complex issues; allowing us to situate emerging 
uses of technology and to reflect on a wide variety of social, ethical, and legal concerns. 
Common to all scenarios, the participants raised questions around fitness for purpose of a 
range of regulatory frameworks and oversight (namely how technologies challenge scope and 
application of laws). Another key discussion point was the importance of considering and 
understanding the needs of the public in relation to these systems in terms of design and 
operational roll out, particularly when engaging with diverse and vulnerable populations. The 
potential operational value of these biometric systems was also emphasised, while reflecting 
on how they might impact and challenge policing practice and oversight. Lastly, another key 
discussion point that emerged in all scenarios was the divergence of the promise and reality 
of these technological systems, namely in relation to issues of accuracy.

Some of these concerns were in line with a range of social, ethical, and legal issues explored 
in the literature reviewed. The systematic review demonstrated there were concerns common 
to all three types of biometric AI technologies, namely: accuracy, potential for bias and 
discrimination (including racial and ethnic bias), privacy, and security of sensitive, biometric 
data. Issues concerning a lack of regulation and ethical guidelines, trust, legitimacy of use, 
increased surveillance, consent for data capture and concerns over access control of data 
stored were also raised. 

The short project highlighted the value of creative design methods for exploring complex 
social, ethical and legal aspects of biometric AI in law enforcement. There is scope for further 
novel research to build on findings and insights documented in this report.
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PART 7. APPENDICES
Table 1 - Review of Biometric AI Technologies in Policing: Summary of Findings

•	 Accuracy
•	 Bias and discrimination
•	 Dependency
•	 Privacy, freedom 
•	 Lack of regulation 
•	 Legitimacy
•	 Surveillance
•	 Security
•	 Trust
•	 Consent
•	 Access control
•	 Biodeterministic criminalisation
•	 Risk of self-incrimination
•	 Collective responsibility

n=3
n=4
n=1
n=5
n=2
n=0
n=0
n=0
n=0
n=0
n=0
n=0
n=0
n=0
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n=0

n=11
n=18
n=0
n=18
n=9
n=14
n-6
n=7
n=12
n=6
n=8
n=1
n=0
n=0

Evidence base:
•	 Existing literature
•	 Case study
•	 Historical documents
•	 Survey data
•	 Legal document analysis
•	 Interviews & focus groups
•	 Laboratory testing/experiments

n=6
n=1
n=0
n=0
n=0
n=0
n=0
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n=0
n=0
n=0
n=0
n=0
n=0

n=2
n=0
n=1
n=1
n=1
n=1
n=0

n=1
n=0
n=0
n=0
n=0
n=0
n=0

n=17
n=9
n=0
n=3
n=2
n=1
n=0

Evidence base:
•	 Legal document analysis inc. 

case law
•	 Existing Literature
•	 Interviews and focus groups.
•	 Surveys

n=0

n=0
n=1
n=0

n=0

n=0
n=0
n=0
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n=1
n=0
n=0

n=0
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n=3
n=1
n=1

Legal Issues
•	 Human Rights and equality
•	 Weakening of rule of law
•	 Limitations of existing legal 

frameworks
•	 Data Protection
•	 Necessity & proportionality
•	 Choice
•	 Watchlist Generation
•	 Protection of Children
•	 Potential of EU AI Regulations
•	 Challenges to Criminal 

Procedure Act 
•	 Transparency & Fairness
•	 The right not to know
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n=0
n=0
n=0
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n=0
n=0
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n=0
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n=0
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n=1

n=8
n=1
n=1
n=1
n=1
n=1
n=1

n=0
n=0

Voice Gait Body language Writing 

Number of Documents focusing on DNA Phenotyping Technologies (FDP) n=15

Total Number of Documents in the Sample N=77
Behaviour and Emotion Detection Artificial Intelligence Technologies
n=14

Live Facial 
Recognition 
Technologies  
n=51

Social and Ethical Issues: n=7 n=1 n=5 n=1 n=32

Suggestions & recommendations: 
Mitigating social & ethical issues n=2 n=0 n=1 n=1 n=14

n=0 n=0 n=2 n=0 n=4Suggestions & Recommendations: 
Mitigating legal limitations




